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ABSTRACT
Two theorems concerning F in analysis of covariance
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(pretest score) are presented. The first shows explicitly that F is a
direct functicn of the ratio of the variance about the regression
line for the total sample to the variance about the within-group
regression line. The second demonstrates the relationship between F
and the corresponding F, which would result from analysis of variance
using the arrrerriate pretest-posttest gain scores in the same
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One of the most frequently used experimental designs in educational

research is the pretest-posttest control group design (with or without

random assignment of individuals to the treatment groups). The common

way to analyze the data for such a design is to carry out a t-test

of the significance of the difference between the mean "gain" for the

experimental group and the mean "gain" for the control group. But as

Campbell and Stanley (1963) and others have pointed out, the better

procedure is to use analysis of covariance with the posttest score as

the dependent variable and the pretest score as the covariable. Gain

score analysis is less precise (Feldt, 1958), incorrectly assumes that

the within-group regression coefficient is equal to one (Edwards, 1968),

and is limited to applications in which the pretest is the same test as

the posttest or en equivalent form thereof.

The following theorems concerning F in analysis of covariance for

two groups and one covariable should be of interest to researchers.

The first shows explicitly that the covariance F is a direct.'.function of

the ratio of the variance about the regression line for the total sample

to the variance about the within -group regression line. The second

demonstrates the mathematical relationship between gain score F and

covariance F.

Theorem 1 Let N
1 and N2 be the number of individuals in group 1 (the experi-

mental group) and group 2 (the control group), respectively.

Let s be the variance of the posttest scares for the totalY
T

group of NI + N2 (*N) individuals, and let sx: be the within



2

group variance of the posttest scores. Let rxy
T
and rim be

the Pearson product-moment correlation coefficients between

the pretest (X) and the posttest (Y) for total group and

within-group; respectively. Then, under the usual assumptions

for the analysis of covariance,

i= 8y2 (1 -rte? )

- 1104(1-rxy: )
Proof F = ABSSY , where ABSSY and AWSSY are the

df
B adjusted sums of squares for

between and within groups,
AWSSY respectively, and df and dfw
-31"- are the corresponding numbersW

of degrees of freedom

rio-3 a (N-3) ABSSY
AWSSY

= (N-3) ATSSY - AWSSY , where ATSSY is the
AWSSY adjusted total sum

of squares

= (y-3) [ATSSY
MISSY

= (N-3) !

(N-3) 8

T

I.

Na 2

(Nbnemar, 19621, where
s ` and s areXX

T
Yqw

the variances about the
regression lines for
total and within,
respectively

l'.

= (N-3) s2 (l-r 2 )
YT XYT

-. 11

sL (1-r 2 )
XYw

(1)
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Formula (1) can be used by the researcher to obtain the covariance

2 2
F directly as a, function of N 9 Sy p Syw p ryv , and rxyw , all of

-*LT

which are relatively easy to calculate. For real data the within-group

posttest variances and the within-group correlations will not be exactly

the same. Tests of homogeneity of variance about the within-group) regression

line and homogeneity of the within-group regressions coefficients should be

carried out (Wilson and Carry, 1969). If the homogeneity assumptions are

satisfied, s2 y and ryv can be determined by the "Model A" formulas

given by Oikin (1967) for pooling variances and correlations. If these

assumptions are not satisfied, the analysis of covariance technique

should not be used.

Theorem 2 Let G1
and G2 be the "gain" scores, Y-X, for the members

of group 1 and group-2, respectively. Let F1,11,4 be the

gain score F and let F
1

be the covariance F for the

2 2
same data. Then, if

s4T
and s, are the variances of

AW
the pretest scores for total and within groups, respectively,

N-3 xy? ) (2)

1,
= F

1,11-2 11.2
s2 (1 -rte

-

2
(l-r 2 )

1

[

621, + s2 - 2rvv Sy sv
T XT -"'T T -T . 1

82yw. + s2xw - 2r sy sxw

J
Proof F1n

62
= (N-2) TSSG - , where TSSG and WSSG

are the total and
within sums of squares
for gain scores,
respectively

WSSG



From Theorem 1:

FlpN-3

= (N -2) iN.G2,,

ifirs4

(N-3)

(N-3)

(N-2)

(N-2). s2(y_x)T

1

4

p where s2 andand 02,,
ug

are the variances of
the gain scores for total
and within

- 1

2s
(Y-X)w

(N-2)
Y T

s
2

- 2r sv sy
XT XYT -T -T

s
2

+
2

- 2r s
Xyw Yw Xw

s2 (i_r 2 )

YT XYT

82
(1 -r

2' )

YW XYw

[182

(1_rxy2 )

. .

YT

2

Yw
(1-r 2 )

XYW

T

2

il

2

YT

+ 0X
T

- 2r
xy

sYT
T

sX

:.. + 82 2r
nig

s
YW

s
X4

1]

F101-3
= r,

",-`9 N-2
EIT (1-r

-V 2
) 1

s2 (1-r 2 )
Yw XYW
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[
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