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ABSTRACT

Two theorems concerning F in analysis of covariance
with two grcups (experimental and control) and one covariable
(pretest score) are presented. The first shows explicitly that F is a
direct functicn of the ratio of the variance about the regression
line for the tctal sample to the variance about the within=-group
regression line. The second demonstrates the relationship between F
and the correspcnding F, which would result from analysis of variance
using the apgicpriate pretest-posttest gain scores in the same
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One of the most frequently used experimental designs in educational
research is the pretest-posttest control group design (with or without
random assignment of individuals to the treatment groups). The common
way to analyze the data for such a design is to carry out a t-test
of the significance of the difference between the mean "gain" for the
experimental group a.nd the mean "gein" for the control group. But as '
Campbell and Stanley (1963) and others have pointed out, the better
procedure is to use analysis of covariance with the posttest score as
the dependent variable and the pretest score as the covariable. "Gain
.score analysis is leés precise (Felat, 1958), inco;:rectly assures that *
the within-group regression coefficient is equal to one (Edwards, 1968),
ard is limited to applications in which the pretest is the same test as
the .posttest or en equivalent form thereof.

The following theorems concerning F in analysis of covariance for
tvo groups and one covariable should be of interest to researchers.

The first showsexplicitly that the covariance F is a direct.’.-function of
the ratio of the va;'iance about the regression line for the total sample
to the variance about  the withine-group fegression line. The second
demonstrates the mathematical relationship between gain score F and

covariance F. : o

Theorem 1 Iet Ny ..a.nd Né be .the number of individuals in group 1 (the experi=
mental group) ‘and group 2 (the control group), respertively.
Iet sy‘2 be the variance of the posttest scores for the total
group of Ny + N, (*N) individuals, and let sY: be the within
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group variance of the posttest scores. Iet r and » be
Uq XYy
the Pearson product-moment correlation coefticients between
the pretest (X) and the posttest (Y) for total group and
within-group, respectively. Then, under the usual assumptions

for the analysis of covariance,

F],N-.s = (N-B) SYZ (l'rnz ) (l)
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Proof F = ABSSY s where ABSSY and AWSSY are the

de adjusted sums of squares for’

_ between and within groups,
AWSSY respectively, and df_ and afy,
"'d!""w are the correspoxxding numbers

of degrees of freedom

Fyn-3 = (N-3)  ABssy

AWSSY
= (N-3) ATSSY - AWSSY , where ATSSY is the
AWSSY adjusted total sum
_ of squares
= (w3) [amsy .,
i l_AWSSY i
= (N-3) [ .2 7 (M:gemar, 1962g; where
Y XT Sy.x and Bye are
N -1]. T xw
2 the variances about the
Ns,. regression lines for
- - X - total and within,
respectively
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Formula (1) can be used by the researcher to obtaia the covariance
2

,s,l!w ,rXYT,a.ndrwa

which are relatively easy to calculate. For real data the within-group

F directly as & function of N , s%T , 811 of
posttest variances and the within-group correlations will not be exactly

the same. Tests of homogeneity of varience about the .within-gmupr Tegression
line and homogeneity of the within-group regression coefficients should be
carried out (Wilson and Carry, 1969). If the homogeneity assumptions are
satisfied, s% and rXYW can be determined by the "Model A" formulas

given by O.Ucin (1967) for pooling variances and correlations. If these
assumptions are not satisfied, the analysis ;:f. covariance technique

should not be used.

Theorem 2  Iet G, and G, be the "gain" scores, Y-X, for the members
of group 1 and group 2, respectively. Let Fl‘n-z be the
- ’

gain score F and let F; o 3 be the covariance F for the
—-— 9 -

same data. Then, if s;a{ and s2

T X

the pretest scores for total and within groups, respectively,

are the variances of

- .2 2 (2)
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- 4 WSSG are the total and

within sums of squares

for gain scores,
respectively




From Theorem 1l:

PNz =

Fl 9 N"3 =

. l,N-Z

1’N"'3

= (N-2) .Ns 2
\ Grp - Uiy where 826 and §2
L Gy are the variances of
the gain scores for total
and within
. T2 N
= (N-2) B(Y-X)T
-1
2
s
_(Y-x)w
= 2 ]
= (N-2) |8 + s =~2r_ s, s
Yo Xp  Xp Yp Xp
2 2 )
8y + 8 2r 5
| Y X% "ty Ky J
pan [,
(v3) |s2 (1r 2 )
Yp = X
' -1
2 2
s (1-r )
| W X -
(83) [ (o 2)
Yo XYT -1
s (1-r_2)
- ‘v -
(v-2) [ +s 2r s, 8
Yo Xp r Yp Xp
2 2
s + 8 - 2r 8 s
| Y Xy Y Xy
F o N=3,185 (I-r )
2 2
s (L-r )
o Xy
" 2 2
s, +s8_ ~-2r s 8 -!
Ip Xp X¥p Yp Xp
2 2
8 + g - 2p 8 8




=

.‘0_0.

REFERENCES

Campbell, Donald S., and Stanley, Julian C. "Experimental and Quasi-
Experimental Designs for Research on Teaching". In Gage, N.L. (Ed.)
Handbook of Research on Teaching. Chicago: Rand McNally and Co.,

—9-63 . l2la—pp.

Edwards, Allen L. Experimental Design in Psycholog.gcal Research (third
edition). New York:s Holt, Rinehart, and Winston, Inc., 1968.

Ls5 pp.

Feldt, Leonard S. "A Comparison of the Precision of Three Experimental
Designs Employing a Concomitant Variable". Psychometrika. 23:
335-353; December, 1958. -

McNemar, Quinn. DPsychological Statistics (third edition). New Yorks
John Wiley and Sons, Inc., 1962. L5L Dpe

Olkin, Ingram. "Correlations Revisited". In Julian C. Stanley (Ed.)
oving Experimental Design and Statistical Analysis. Seventh
Annual Phi Delta Kappa Symposium on n Educational Research. Chicagos

Rand MeNally and Company, 1967. 305 pp.

Wilson, James W., and Carry, L. Ray. "Homogeneity of Regression - Its
Rationale, Computation and Use". American Educational Research Journal,

6: 80-90; January, 1969.




