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INTRODUCTORY NOTE

This Handbook has been prepared to serve as a guide to those attend-

ing the Forty-Fifth Annual Meeting of the Linguistic Society of America.

It is also intended as a permanent record of the papers presented at the

meeting.

The Handbook consists of the official program of the meeting and

the abstracts, as submitted, of the papers scheduled for delivery.

Some of the abstracts are accompanied by handouts.

The abstracts are arranged in the order of the program, with the

number assigned in the program appearing before the author's name.

An alphabetical index of authors appears on page 159.

The idea for the LSA Meeting Handbook was suggested by the Center

for .'nplied Linguistics in 1964, and the first Handbook was prepared

for the winter 1965 LSA Meeting in Chicago. The Center subsequently

prepared and published the Handbooks for the L966, 1967 and L968 meet-

ings. In 1969 the Handbook became an official publication of the

Linguistic Society of America, although the Center still assists in

its preparation.

Allene Guss Grognet, editor

Washington, D.C.
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PROGRAM OF THE FORTY-FIFTH ANNUAL MEETING
Sheraton-Park Hotel, Washington, D.C.

December 28--30, 1970

Committee on Arrangements: Charles Kreidler, Chairman,
Juseph R. Applegate, William Orr Dingwall, John H. Hammer,
Roger Shuy, Earl W. Stevick, William C. Stokoe.

Program Committee: Bernard J. Spolsky, Chairman, Warren
Cuwgill, D. Terence Langendoen, Robert E. Longacre, use
Lehiste, Theordore W. Walters.

The Executive Committee will meet to the Adams Room, Sunday,
December 27, 10:00 a.m.

The Registration Desk will be open in the Concourse of States from
7:00 p.m. to 9:00 p.m. on Sunday, December 27, and from 8:00 a.m. to
4:00 p.m., December 28 through 30.

Book Exhibits will be displayed in the Potomac Room during the fol-
lowing hours: 8:00 a.m.-6:00 p.m., Monday, December 28, and Tuesday,
December 29; 8:00 a.m.-2:0G p.m., Wednesday, December 30.

Sessions One, Four, Five, and Seven are divided into three simulta-
neous sections; Section One will meet in the Maryland Suite, Section
Two in the Virginia Suite, Section Three in the Delaware Suite. Sessions

Two, Three, and Eight will meet in the Park Ballroom. Session Six
(Business Meeting) will be held in the Maryland Suite.

8:00 a.m. Registration, Concourse of State
9:00 a.m.-12:00 p.m. First Session

Section One (Robert J. Di Pietro, Chairman)

1. Yakov Malkiel (University of California, Berkeley) :Primary, sec-
ondary and tertiary etymologies. (20 minutes)

2. E.D. Francis (Yale University): Creek hal8nai. (20 minutes)
3. Eric P. Hasp (University of Chicago): The augment in Indo-European.

(15 minutes)
4. Gordon H. Messing (Cornell University): The Romance collective

neuter and the survival of the Latin ablative. (20 minutes)
5. Anthony J. Nero (University of Chicago): Pidginitation and natural

change. (20 minutes)

Section Two (William Orr Dingwall, Chairman)

6. Barbara Robson ;university of Texas at Austin): Turkish is an SOV
language. (15 minutes)

7. Bruce T. Downing (University of Southern California): Parenthesi-
tation rules and obligatory phrasing. (20 minutes)

8. Arthur Schwarta (University of California, Santa Barbara): Con-
straints on movement transformations. (20 minutes)

9. Patricia M. Wolfe (University of British Columbia): On the develop-
ment of some deletion constraints in English. (20 minutes)



10. Charles M. Jenkins (University of Texas at Austin): On the rele-
vance of psycholinguistic data. (18 minutes)

Section Three (Charles S. Bird, Chairman)

11. Matthew Chen (University of California, Berkeley): Nasals and
nasalization in Chinese. (20 minutes)

12. W. L. Ballard (Georgia State University): The Mandarin Chinese
palatals. (20 minutes)

13. Ralph W. Fasold (Georgetown University): The tone features of Thai.
(15 minutes)

14. John A. Rea (University of Kentucky): Phonology and the rules of
French versification. (15 minutes)

15. Karl E. Zimmer (University of Califqrnia, Berkeley): Vowel and
consonant harmony in Turkish. (20 minutes)

2:00 p.m.-5:00 p.m. Second Session (Yakov Malkiel, Chairman)

16. Walter A. Cook (Georgetown University): Case structure as a deep
structure in tagmemic analysis. (15 minutes)

17. Charles S. Bird (Indiana University): Associational phrases in
English and Bambara. (20 minutes) .

18. Bruce Fraser (Language Research Foundation): Towards a theory of
conventional use. (20 minutes)

19. James W. Harris (Massachusetts Institute of Technology): Paradigmatic
regularity and naturalness of grammars. (20 minutes)

20. Barbara Hall Partee (University of California, Los Angeles): Direc-
tionality in grammar. (20 minutes)

5:30 p.m.-7:00 p.m., Cocktails, (Paying Bar), Maryland Suite

8:00 p.m.-10:00 p.m., Third Session, Park Ballroom

Symposium on Language and Intelligence
Charles A. Ferguson, Chairman

John 8. Carroll (Educational Testing Service): Report on the
Technical Committee on language and Cognitive Development.
(30 minutes)

William Labov (University of Pennsylvania): The adequacy of
languages. (30 minutes)

Thomas C. Bever (Columbia University): Environment and the
emergence of linguistic structures. (30 minutes)

TUESDAY, DECEMBER 29

9:00 a..-12:00 p.m. Fourth Session

Section One (William O. Bright, Chairman)

21. Margaret A. Naeser (University of California, Los Angeles): The
American child's acquisition of diffetential vowel duration.
(15 minutes)

(21



22. Arlene I. Moskowitz (University of California, Berkeluj): Early
phonology acquisition. (20 minutes)

23. Eve V. Clark (Stanford University): The acquisition of the meaning
of before and after. (15 minutes)

24. Gaberell Drachman (Ohio State University): Some assumptions con-
cerning language acquisition. (20 minutes)

15. William Orr Dingwall (University of Maryland) and Galina Tuniks
(University of Colorado): Government and concord in Russian: A
study in developmental psycholinguistics. (20 minutes)

Section Two (D. Terence Langendoen Chairman)

26. Ralph Vanderslice (Hunter College of the City University of N3w
York): Distinctive intonation features. (10 minutes)

27. Timothy S. Smith (University of California, San Diego): The phonetic
and linguistic descriptions of vowels. (20 minutes)

28. Masayoshi Shibatani (University of California, Berkeley): The role
of surface phonetic constraints in generative phonology. (20 minutes)

29. Marcel A. A. Tatham (University of Essex): A linguistically-oriented
approach to speech synthesis-by-rule. (15 minutes)

30. Alan Bell (University of Colorado): Dynamics of syllable structure
-- a nondeterministic model. (20 minutes)

Section Three (Bernard J. Spolsky, Chairman)

31. John P. Kimball (University of California, Santa Cruz): Recursion
in deep structure and logical for (10 minutes)

32. Lauri Karttunen (University of Texas at Austin): Some observations
on factivity. (20 minutes)

33. Wilbur A. Hass (Shinier College): The syntactic relevance of
presupposition and interference. (20 minutes)

34. Robert Wall (University of Texas et Austin): On the notion "presup-
position of a sentence." (20 minutes)

35. Gerald B. Mathias (Indiana University): On the topic. (15 minutes)

2:00 p.m.-5:00 p.m. Fifth Session

Section One (Theodore Welters, Chairman)

36. Hans Aarsleff (Princeton University): Condillac and Herder.
(20 minutes)

37. D. Terence Langendoen (Brooklyn College and Graduate Center of
the City University of New York): A study of the linguistic
practices of the FTC. (20 minutes)

38. Ingrid Guentherodt (University of Kansas): A prosodic isogloss in
German dialects. (10 minutes)

39. Catherine Carvey (John Hopkins University): The structure of a
conversation type. (20 minutes)

40. Archibald A. Hill (University of Texas at Austin): A theory of
speech errors. (20 minutes)

(3)



Section Two (Warren C. Cowgill, Chairman,

41. Joseph L. Malone (Barnard College and Columbia University): The
isolation of "Schematisierung": A service of linguistics to philol-
ogy. (20 minutes)

42. Hsin-I Hsieh (University of Detroit and University of California,
Berkeley): Subcategorial diffusion. (20 minutes)

43. David DeCamp (University of Texas at Austin): Hypercorrection and
rule generalization. (10 minutes)

44. Theo Vennemann (University of California, Los Angeles): Reconstruc-
tion of phonemes vs. reconstruction of rules: On vowel length in
Gothic. (20 minutes)

45. Johanna Nichols (University of California, Berkeley): The internal
syntax of Uralic inflected nouns. (20 minutes)

Section Three (Ilse Lehiste, Chairman)

46. Robert S. Kirsner (Columbia University): Some remarks on focus,
expletive er, and the pseudohomophony of the Dutch indefinite
article. (20 minutes)

47. Terence H. Wilbur (University of California, Los Angeles): Noun
phrase complementation and the ko-genitive of Basque. (20 minutes)

48. Elaine K. Ristinen (Bloomington, Indiana): A comparison of the
subjective and objective conjugations in the Samoyedic languages.
(10 minutes)

49. Robert Underhill (Harvard University): Turkish participles. (20

minutes)
50. David Cohen (University of Texas at Austin): Hindi apnas: A problem

of referent assignment. (15 minutes)

8:00 p.m.-10:00 p.m. Sixth Session, Business Meeting, Maryland Suite

A. Minutes of the last meeting
B. Report of the Secretary
C. Report of the Treasurer
D. Report of the Executive Committee
E. Report of the Committee on Publications
F. Reports of the Standing Committees, Appointed Committees, and

Delegates.
G. Appointment of Committee on Resolutions
H. Other business, proposed by any member of the Society.

WEDNESDAY, DECEMBER 30

9:00 a.m.-12:00 p.m. Seventh Session

Section One (Roger W. Shuy, Chairman)

51. Edith A. Moravcsik (Stanford University): Chi disjunctive con-
nectives. (20 minutes)

52. Bruce L. Pearson (University of California, Berkeley): Lexical
insertion and translatability. (20 minutes)

53. Guy Carden (Air Force Cambridge Research Laboratories): Rule order
and syntactic idiolect variation. (15 minutes)



54. Susan H. Houston (Northwestern University): Contingency grammar:
Introduction to a general theory of competence and performance.
(20 minutes)

55. Georgia M. Green (University of Illinois): A syntactic syncretism
in French and English. (20 minutes)

Section Two (Barbara Hall Partee, Chairman)

56. James L. Fidelholtz (University of Maryland): Why Arab may rhyme
with scarab and Thal', but not dare grab or may rub. (15 minutes)

57. Daniel H. Fullmer (Oakland University): Underlying phonological
segments for tense vowel complexes of English. (15 minutes)

58. Clarence Sloat (University of Oregon) and James E. Hoard (University
of Victoria): The inflectional morphology of English. (20 minutes)

59. William W. Cressey ( University of Michigan): Two proposed conditions
governing phonological descriptions. (20 minutes)

60. Jerry Larson (University of Texas at Austin): A redefinition of the
terms "tone language" and "pitch language." (20 minutes)

Section Three (Robert Wall, Chairman)

61. David Ingram (Stanford University): Toward a theory of person deixis.
(20 minutes)

62. Garland D. Bills (University of New Mexico): The Quechua directional
verbal suffix. (20 minutes)

63. G. Koolemans Beynen (University of Rochester): " 'Contrast' as a
Semantic Category in Russian." (10 minutes)

64. Paul G. Chapin (University of California, San Diego): What's in a
word?: Some considerations in lexicological theory. (20 minute')

65. Hasmig Seropian (University of California, Berkeley): Is there a
be in semantic structure? ( 20 minutes)

12:30 p.m.-2:30 p.m. Presidential Luncheon, Cotillion Room

After the Luncheon, Charles A. Ferguson, Stanford University,
will present the presidential address: Some requirements
for a theory of language behavior.

2:45 p.m.-5:00 p.m. Eighth Session, Park Ballroom

Symposium on Semantics and Transformational Grammar
Rulon 1,?e11s, Chairman

Jerrold J. Katz (Massachusetts Institute of Technology):
Interpretative semantics. (45 minutes)

James D. McCawley (University of Chicago): Generative
semantics. (45 minutes)
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1. Yakov Malkiel, University of California at Berkeley

PRIMARY, SECONDARY, AND TERTIARY ETYMOLOGIES

Pioneer etymologists of say, the 17th century could afford to list

several "solutions" without attempting to connect or to heirarchize them.

In a reaction against this laxity, the Golden Age of historical linguis-

tics insisted on the uniqueness of correct solutions, but in the process

often simplified and, in the last analysis, distorted highly complex

situations. At present, it seems possible, at least in some instances,

to revert to the earlier view of multiple sources, provided these can be

tidily arranged in defensible sequences: A given word may spring into

existence within one family, then change its allegiance and become a

member of another family, and finally come under the influence of a third

family. These successive shifts can each be expected to leave an impact

on form and meaning, and such impacts serve as clues in unraveling the

word biography. Spanish safia 'wrath', ensaHarse 'to rage', and saHudo

'furious' qualify as an illustration of this state of affairs.

[7]



s.

HANDOUT

Primary, Secondary, and Tertiary Etymologies

I. The Hispano-Romance families at issue --

(a) Sp. satia (= Ptg. sanha) 'fury, anger, wrath', sarludo 'angry,

furious', 01.-Sp. sarloso ensarlar (= 01.-Sp. esarlar) 'to make

furious', refl. 'to fly into rage', ensagamiento 'spell of fury'.

(b) OSp. so(n)satiar 'to mock, ridicule'.

II. The first possible Latin source --

(a) SANUS 'sound, healthy', SANG -ARE 'to heal', SINIfIS 'health';

(b) INSANUS 'mad, raving, deranged', INA-NIA 'frenzy', INSINIU

-IRE 'to be mad, rage, cave' ";PsINS7NIXRE.

III. The second possible Latin source --

SANI7S (var. -IA) 'corrupted blood' > 'stagnant water', SANIOSUS

'resembling, or full of, dung water', EXSANIARE 'to exude or drip

corrupted blood'.

IV. Unmistakable Romance reflexes

of the second Latin source --

Sard. sanXa 'running sore', Limous. sail° 'swamp', SEFr. as

'reed, rush', dial. Sp. (Ast.) asafiar 'to become infected' (in reference

to bleeding wounds).

V. The third possible Latin source --

SANNA 'grimace, mockery', SANNIO -ONIS 'buffoon', SANN3 -ARE 'to

mock', SANNITOR 'mocker, jester', DE -, SUB- SANNARE 'to laugh (in one's

sleeve, behind the victim's back)', SUBSANATOR '(hidden) mocker',

[8]



SUB-SAMITIB or -SANNIUM '(concealed) mockery'.

VI. The original range of the Romance reflexes

of the Latin suffix -UTUS --

(a) Starting points! CAN -UTUS 'whitish -grey' > 'aged' (CINF

-DRUM 'white hair'), CORN -UTUS 'horned' (CORO), MAN -UTUS 'long-handed'

(MAWS), NIS7TUS 'large-, long-, sharp - nosed' > 'acute, sagacious,

satirical'. Cf. 7aTUS 'winged' (/LA), BARBATUS 'bearded' (BARBA);

AUR-TTUS 'long-eared' > 'attentive' (AURIS), CRINITUS 'hairy, long-haired,

()rested' (CRINIS 'hair').

(b) Old Proven2al evidences

(4) General imrression of a switch from JTUS and -TTUS to -ut, as

in slut, barbut; crinut.

cm Semantic break7downs espalut (papal& 'shoulder'), Folut (g2lt

'throat'), yuinhonut (guinhon 'whiskers'), lengut (lenge 'tongue'),

maucut (mauca 'belly'), eto.; brancut 'many- branched' > 'forked', folhut

'leafy', nozut 'knotty', rammt 'branching'; ponchut 'pointed', poput

'cup-like's saberut 'learned'.

(o) Old and Modern French evidences barbu 'bearded', bossu

'hunch- back(ed)', obsol. bouchu 'big-mouthed', bourru 'cross, surly,

peevish' (from bourre 'fluff, flock, floss'), branchu 'forked, many -

brenohed', charnu 'fleshy, brawny, pulpy' (OF charn 4:CARNE), chevelu

'hairy, shaggy', cornu 'horned', fig. 'extravagant', obs. crenu 'long-

haired', crepu 'woolly' (of hair), 'crisp, frizzled' (IC OF oresp

'curled' < CRISPU), orochu 'crooked, hooked, light- fingered' (croc

'hook, crook'), obs. dentu 'big - toothed', feuillu 'leafy', fourchu

'forked, cloven', etc.

(9)



(d) Older Spanish evidences barbudo 'bearded', bezudo 'blubber-

lipped', cabepdo 'large- or hard-heed,sd' > 'stubborn', campanudo

'bell-shaped' (in reference to a hat), cebolludo 'bulbous, ill-shaped'

(ceboll T onion-bulb'), oolmilludo 'having large tusks', cornudo 'cuckold',

for9udo 'strong, muscular, athletio', haldudo 'full-skirted, with flying

skirts', used in describing an old women, juanetudo 'having prominent

cheek-bones or bunions', lanudo 'woolly', membrudo 'robust, corpulent',

narigudo 'long- or big-nosed', nervudo 'sinewy, vigorous', sesudo

'brainy, prudent', testerudo 'hard-heeded' > 'obstinate', velludo 'hairy,

shaggy'.

[10]



2. E.D. Francis, Yale University

GREEK hal8nai

Of the three Greek aorists with stem-final 3 (hal8nai, bi8nai,

gn8nai), )nly gn8nai can be analyzed convincingly as the regular con-

tinuation of an athematic root aorist. Alternative explanations of

halanai and bi8nai (e.g. comparison with the g-aorists) have not ac-

counted for the unmotivated g5-ablaut or a patternless opposition of

e- and o-extensions which they imply. After exhausting other possi-

bilities I propose to interpret hal8nai *wal8nai) as the direct con-

tinuation of an g-aorist formation *w10-eE-, in which the *-g- of the

derivational suffix *-eE- was colored by the preceding *0, resulting in

Gk. *wa15-. Damgnai, not *damanai (from *51A-eE-), might appear to

contradict this view. Replacement of *damgnai by damgnai can, however,

be explained according to conditions which do not apply to hal8nai.

Avoidance of potential homonymy with (w)algnai and the paradigmatic

isolation of the stem shape *war& also favored the retention of

*wal8nai. This analysis of hal8nai suggests that the suffix *-eE-

became productive in the prehistory of Greek before laryngeals had

merged with other consonants, vowels, zero, and vowel length. It pro-

vides not only a clear case of laryngeal coloring across morphological

boundaries but also evidence against recent theories of laryngeal umlaut

according to which we would expect *wol-, not *wal-. These conclusions

can be extended to account for other problematic Greek data. For ex-

ample, the stem of bi8nai may be similarly derived from *gwi0-eE-.

Biotos and thdnatos (and possibly other to-nouns) can be plausibly inter-

preted as continuations of *gwi0-eto-s and *dhyA-eto-s. The divergent

stem vocalism of s-stems such as *gene(s)- (< *genE-es-) and *krewa(s)-

(< *krewA-es-) may he attributed to a difference in root-final laryngeals.

An important source for the Greek thematicization of PIE athematic root

aorists is provided by *0-final roots from which 3 pl. *e-C(20 -ent would

regularly become PGk. *e-.0i-on by phonological change.



3. Eric P. Hamp, University of Chicago

THE AUGMENT IN INDO-EUROPEAN

The augment in IE is a long-standing problem. With secondary (past)

tenses verbs in Sanskrit, older Iranian, Classical Greek, Armenian, and

Old Phrygian prepose *e-. Seemingly as a paradox, Homeric Greek fre-

quently omits the augment, and Mycenaean fails entirely to show it;

Vedic shows a situation analogous to that of Greek.

The question has usually been posed: a) Did IE have *e-, lost sub-

sequently by many branches? b) If IE did not have *e- (and the Homeric

and Vedic facts are disturbing), how did there languages develop it?

c) Was *e- originally a fact of language or of style?

The dichotomies of presence/absence implied in former approaches

are, I believe, too strong. Certain observations have been insuffic-

iently stressed and followed 6p: Dottin's (1894), that Homeric compound

verbs are more frequent with k-; Wackernagel's (1906), that Greek and

Vedic (like Armenian) have obligatory *e- with monosyllables.

I show that IE *e- had two sub-functions (and two contextual con-

straints): To take the place of preverbs when they were moved elsewhere

in the sentence by transformation; to provide a stressed particle for

monosyllables subject to the rule of verbal enclisis in main clauses.

Since Dillon and Watkins have equated Old Irish no- with *e-, Dottin's

observation seems paradoxical; I explain the Homeric development as

actually being an instance of rule simplification.

What was originally a purely phonetic condition (the inability of

monosyllables to show accentual opposition) turned into a tense marker

(past) simply bGcause secondary endings were one syllable shorter (in 2

and esp. 3 sg.) than thn primary.

[1.2]



HANDOUT

The Augment in Indo-European
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4. Cordon M. Messing, Cornea University

THE ROMANCE COLLECTIVE NEUTER AND THE SURVIVAL OF THE LATIN ABLATIVE

Romance scholars apply the term "collective neuter" to a range of

phenomena often involving collective nouns and variously attested in

dialects of Southern Italy and Spain (Asturia). Pall distinguishes five

categories: (1) presence of a distinctive final vowel (especially, -o

for -u) in nouns, adjectives, and the definite article; (2) absence of

palatalization in the consonant stem of the definite article; (3) absence

of unlaut, where this is usual in masculine nouns; (4) gemination of the

initial consonant of a noun after the definite article; (5) masculine

adjective in agreement with feminine noun. All this has been explained

as a still surviving distinction between Vulg. Lat. -u(s) and -o(m) >

-o (Lausberg) or as arising from a Vulg. Lat. neuter *ill6c formed on

illud after the model of hoc and offering a variant for the definite

article (Menlo). Hall has recently suggested that the source is rather:

(1) an ablative (hence final -o) but with the Latin and Italic ending

-6d; (2) use of the preposition de with mass-nouns in a partitive sense.

Unfortunately, -6d is out of the question: the -d had been lost in Latin

by 200 B.C.; -d was lost in Umbrian; while it occurs in Oscan texts as

late as 63 A.D. (Pompeian graffiti), it may have been unstable; in any

case, Oscan d cou'd not influence the Spanish forms. Hall's suggestion

of a distinctive ablative can be salvaged, but the clue may lie, not in

-d but in -c from another source: Lat. cum, surviving in Spain and Italy,

was sometimes used after its object (cf. mecum, tecum, and derivatives

In Spanish and Italian). An *illa-c(2), or even pleonastic *cum I116-c(u)

(cf. Sp. ennmigo etc.), or -c(2) after a mass-noun, with -c eventually

lost or assimilated to a following consonant, is here proposed.



HANDOUT

The Romance Collective Neuter and the Survival of the Latin Ablative

A. Five phenomena cited to justify the existence of a Romance collective

neuter; see Robert A. Hall, Jr., "'Neuters', Mass-Nouns, and the Ablative

in Romance," Lang. 44.480-6 (1968):

1. Distinctive final vowel, normally -o, contrasting with -u of ordinary

masculines

a. Noun in -o: fierro 'iron', vino 'wine' Lena (Asturias)

b. Adjective in -o referring to collective neuter: tj negro el

arroz 'the rice is black' Lena (Asturias)

c. Differentiation in article and noun: lo ferro 'the iron' but

lu piettu 'the chest' Norci; (Umbria)

d. Differentiation in article only: o latte 'the milk' but u 16pe

'the wolf' Nemi (Lazio)

2. Absence of palatalization in the consonant stem of the definite

article (where ordinary masculine palatalized): lu pana 'the bread'

but ju kana 'the dog' San Felice Circeo (Lazio)

JO p6pa 'the pepper' but i Ott! 'the foot' Trasacco (Aquila)

3. Absence of umlaut found in ordinary masculines in stressed syllable.;

under the influence of final -u:

pelo 'hair' (collective) but pilu 'hair' Asturias

k6rpu 'body' but bto 'eight' Trevi (Umbria)

4. Gemination of initial consonant after definite article (sometimes

plus change described under 3.):

o inmla 'the honey' but o cane 'the t,og' Naples

lu ppane 'the bread' but lu liettu 'the bed' Meta (Campagna)

5. Masculine adjective mcdifying feminine noun:

la farina era tam blanku 'the flour was so white' Cabraneik

B. Use of -Od in Old Latin as o-stem ablative singular

L. So-called Senatus Consultum de Bacchanalibus, l86 B.C. Sacra in

(e)quoltod ne quisquam fecise velet, neve in poplicod neve in

preivatod but in agro Teurano "Let no one be minded to hold cere-

monies in secret, whether in public capacity or in private" but 'In

the domain of Teurani."

(181



2. Milestone of 132 B.C.

Primus feci ut de agro publico... "I first brought about that from

public land..."

C. Italic treatment of o-stem ablative singular

1. Oscan: tristaamentud = Lat. testament6(d) but cf. final -h for -d

in suluh and svai puh from the Curse of Vibia

2. Umbrian -d lost poplu Lat. populo

(19)



5. Anthony J. Naro, University Jf Chicago

PIDGINIZATION AND NATURAL CHANGE

When groups of speakers of non mutually intelligible languages

attempt to communicate one particular language is sometimes taken as a

basis for verbal communication, but is modified in significant' ways in

order to facilitate the process. The compromise system, called a pidgin,

is no one's native language and is therefore perhaps not even of the

same formal class as natural languages. If the pidgin eventually serves

as data for grammar construction in a new generation of speakers the

natural language which results is called a creole.

Opinion on the linguistic relatic :ship of a pidgin, and hence of

a creole, to the base language differs widely. Specific data are here

adduced to show: Ill Although base-creole correspondences are regular

and stateable, they violate at least one very well motivated phono-

logical constraint on natural language change. Supporting syntactic

and semantic data are also presented. (2] Violations of constraints

cannot be ascribed exclusively to sub or super stratum influences since

such influences are normally limited to cases where the resulting sur-

face structure is interpretable, at least in the early stages, as a well

formed surface structure in the base language. Thus, they appear to be

typical cases of re-analysis and therefore do not differ markedly from

natural change. Abrupt changes, foreign to broad trends in the base

language family, can however be introduced through deliberate 'simpli-

fication' by native speakers of that language.

(201



HANDOUT

Pidginization and Natural Change

Cape Verde Creole - Sao Nicolau

troco tr6k boneco bondku

fusco frisk kastfgu kastfgo

aberto abert taco kdku

brinquedo brinkdd

aio 6s

amargoso margh

logo 16g

bloco blok

6culo 6k1

rosto r6st

gh V
4 /EXCEPT

+round -round Co +hack

[back]
[+.highl]... 6I
+round

V
1;round] Co kack]

[high]
C1404) /EXCEPT -- Co

[Aback&ck

(21)



6. Barbara Robson, University of Texas at Austin

TURKISH IS AN SOV LANGUAGE!

In "Gapping and the order of constituents", Ross claims that Turkish

is an underlying 3V0 language rather than an SOV language, because in

certain sentences dative and locative elements can occur after the verb

(which Ross says can't happen in true SOV languages), and because Turkish

gaps both SOV SO and SO SOV. Ross' claim is somewhat surprising, in view

of the fact that Turkish behaves in all respects but these like an SOV

language. This paper presents an alternative analysis of the crucial

data which is based on an underlying SOV order, and which has the ad-

vantage of being consistent with Ross' gapping hypothesis without neces-

sitating explanations as to why a non-SOV language has so many SOV

characteristics.

(221



Handout

Turkish Is An SOV Language

1. Ross' rule (Ross 1967, unpub.):

...A ...X

1 2 ==>

G 2 + 1

2. Emphasis rule in Turkish:

X ( +emphasis)N,v

1 2 3

2 + 1 0 3

T3. "Ahmet lives at school."

Ahmet okulda oturur. ==> Okulda Ahmet oturur.
( A. at-school lives)

T4. "Come here."

Buraya gel. Gel buraya.
(To-here come)

T5. "Give it here."

Onu ver. 22) Ver onu.
(it give)

J6. "Masa lives at school."

Masa-wa gakkoo-ni sun-de-iru. 2> Gakkoo-ni Masa-wa
( M. at-school lives) sun-de-iru.

J7. "Come here."

Koko-ni ki-nasai. 22) Ki-nasai koko-ni.
(to-here come)

J8. "Give me the book."

Watakusi-ni hon-o kudasa-i. Kudasa-i hon-o
( to-me book give) watakusi-ni.

(23)



9. Ross' derivations of surface orders:

Base:

+ Gapping:

+ Verb shift:

+ Gapping:

A. SVO SVO SVO B. SVO SVO SVO

SVO SO SO

SOV SOV SOV SOV SO SO

SO SO SOV

T10. "Ahmet ate the pickles, and Mehmet the cucumber salad."

SO SOV:

Ahmet tUr1(10, Mehmette caciti yedi(ler).
( A. pickles, M.-6 c.s. ate (pl.))

b. SOV SO:

Ahmet tarlayt yedi, Mehmette cacifi.
( A. pickles ate, M.-6 c.s.

T11. "I washed the walls Nur the windows, and Peri the curtains."

a. SO SO SOV:

Ben duvarlari, Nur pencereleri, Peride perdeleri yikadik.
( I walls, N. windows, P.+6 curtains we-washed.

b. SOV SO SO:

*Ben duvarlari yikadlm, Nur pencereleri, Peride perdeleri.
( I walls I-washed, N. windows, P.+6 curtains)

T12. *"I didn't eat fish, and Ahmet rice, and Mehmet roast beef."

a. SO SO SOV:

Ben balik, Ahmet pilav, Mehmette dana rosto yemedik.
( I fish, A. p. M.+6 r.b. we-didn't eat)

b. SOV SO SO:

*Ben balik yemedim, Ahmet pilav, Mehmette dana rosto.
( I fish I-didn't eat,A. p., M.+6 r.b.)

13. Derivation of surface orders:

Base A. SOV SOV SOV B. sov SOV SOY

+ Gapping: SO SO SOV SO SO SOV

+Emphasis: SOV SO SO

T12 c. OSV OS OS:

Duvarlari ben yikadim, pencereleri Nur, perdeleri Peride.
( walls I I-washed, windows N. curtains Peri+6.)

(24)



7. Bruce T. Downing, University of Southern California

PARENTHESIZATION RULES AND OBLIGATORY PHRASING

The thesis of this paper is that sentences containing parenthesized

matrices (e.g. "Ed," she said, "would be the best candidate", It's rain-

ing, I believe) are derived by a process of sentence embedding rather

than by 'Complement Preposing' or 'Sentence Raising'. The present

analysis is supported by a general principle of obligatory phrasing

which assigns phonological phrase boundaries (PB's) as leftmost and

rightmost constituents of all non-embedded ('root') sentences in all

'late' derived syntactic structures. An independently motivated rule

of Complement Detachment may apply to Chomsky: adjoin the complement of

a 'parenthetical verb' to the matrix sentence so that it becomes a root

sentence, automatically receiving separate phrasing. To this structure

a rule of Matrix Embedding applies obligatorily (optionally, if the

complement is a direct quotation) moving the former matrix sentence to

any of various points within or following the complement. The PB's of

this parenthesized sentence guarantee its separate phrasing. The prin-

ciples of phrasing and parenthesization involved here can be shown to

apply also in the derivation of appositives and in secondary conjunction;

in each case one root sentence, with PB's already attached, is embedded

within another.
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8. Arthur Schwartz, University of California at Santa Barbara

CONSTRAINTS ON MOVEMENT TRANSFORMATIONS

The paper advances four restrictions on movement transformations:

(i) that the nucleus or head of a phrase not be moved within its phrase;

(it) that a phrase moved out of its phrase not attach to anything but

the boundary of the next highest phrase, or if not that, an S-boundary;

(iii) that a phrase not become a constituent of a sister-phrase;

(iv) that a movement rule affect only one term (not a variable) of its

structural analysis. '!he clearest And least controversial of 'trans-

formational' relationships by and large support these constraints; in

turn, these constraints serve to explain why, on the one hand, some

constructions do not occur in natural language, and why, on the other- -

for those that do occur--same hypotheses have never been advanced (and

are not likely to be). Accepting these constraints means calling into

question a number of currently 'plausible' formulations since these

formulations would otherwise, for the sake of isolated constructions,

force a disproportiotate extension of the power of linguistic theory.

These constraints then should find expression somewhere in linguistic

theory, not as imposed on the application of rules but in the very form

of the rules themselves. The unit-movement constraint (iv) affords a

revealing example of how the search for such natural incorporation leads

to a clarification of the principle itself: only one constituent need

be mentioned in a movement rule since, at most, the only other non-

variable required is a property (feature). It also becomes clear that

features do not move but are, instead, localized. The constraints, taken

together, suggest that operations on the localization of features con-

stitute a class of statements distinct in character from the operations

on constituents discussed in this paper.
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Constraints on Movement Transformations

(1) (i) the an wanted to go to the 3rd floor.
(ii) the man on the 3rd floor resembled his sister.

(iii) the man to the 3rd floor resembled his sister.
(iv) the man on the 3rd floor wanted to go to the 1st floor.
(v) the man to the 3rd floor wanted to go.

(vi) the 3rd floor man to the 1st non: wanted to go.
(vii) *the man to the 1st floor wanted to go to the 3rd floor.
(viii) it was the man to the 3rd floor that wanted to go.
(ix) which man to the 3rd floor was it that wanted to go?
(x) *the man to the 1st floor tended to go.
(xi) *the man to the 1st floor started to go.

(xii) the man to the 1st floor desired to go.

(xiii) the an to the 1st floor wished to go.
(xiv) *the mani to the )st floor wished that he might go.

(xv) the mani wished that he, might go to the 1st floor.
(xvi) we expect that the an to the 1st floor might want to go.

(2)

(3)

(4)

(xvii)

(i)

(i)

harp

(1)

thou

*we

N A
1 2

2

"
0°..

Da1

expect the man

+
1

NP2

/ N.
N2 *P

to the

(ii)

(ii)

1

oest thou

1st floor

N A
1 2

2 1 0

t P2

12, 1:1
David harp

to want to

*

r'.1,

3

go.

(iii)

12David

?CP

N4 '
11 /SI.harp ture rig.id fu ure Int{ ure 1

resNsv

r
nest hence

(ii),?
NP iP

I

hence

(iii)

ga_EL thou h Ace

(5) (i) NP
2.ss

(ii) NP

David Au ure 'Link ha p David tarp
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(6) (1) S (ii)

N

NP
/

VPVP

'APA)
A

AI

K

4L.1
ttiC2 tuilauLLIsas Ea_.....s 'la as was..FA e 11JE clannwda!t as

(7)(i) (ii)

...)5P8

NP/ \P
P..."°.... ,N%

1

I V//' P V

I I

N
/iP)P

c r we paint flit which car we which pai t front

(iii)

P/../ VP SNP
\

N

(8)(1)

VP 'NP

I I Iale book km

OM)

_n_garuen

NP

bNolk Altt

(ii)

4

NP

A
N:XN\N

th re was ko_z. (n,itar:>1

(10) (i) all of us have noticed the same thing.
we all have noticed the same thing.
we have all noticed the same thing.

(ii) kolk of them can sing well.
they both can sing well.
they can both sing well.

(iii) each of the boys will start at the beginning.
the boys each vill start at the beginning.
the boys will each start at the beginning.

(11) (1) whenever he had the money, he could reach Los Angeles.
(ii) he could reach Los Angeles, whenever he had the money.

(iii) he could, whenever he had the money, reach Los Angeles.
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(12) (i) these pieces of wood, we might need them later.
(ii) these pieces of wood we might need latex.

(13) (i)(a) he is, it seems, a friend of hers.
(b) there are many people, I regret to say, whose dues are still not in.
(c) some of the reports, it turns out, need modification.

(ii)(a) it seems he is a friend of hers.
(b) I regret to say there are many people whose dues are still not in.
(c) it turns out some of the reports need modification.

(14) (i)(a) she used to put--whenever it was available--the book on the shelf.
(b) she used to put--it turns out--the book on the other shelf.

(ii)(a) she used to put the book--whenever it was available--on the shelf.
(b) she used to put the book--it turns out--on the shelf.

(15) (i) S (ii) S

/
NP VP UP NP NP V

V NI NP

I I I1 1 1

Bill gave book ha to bo book Bill gave_

(16) (i) we can do without this key - this key we can do without.
(ii) we can do without this key to the office - this key to the office

we can do without.

(17) (i) e sogi e le teine le tama i le to'a ma le naifi
cuts uy the girl the boy with the ax and the knife
"the girl cuts the boy with the ax and the knife"

(ii) e sogi ma le naifi e le teine le tama i le to'i

cuts and the knife by the girl the boy with the ax
"the girl cuts the boy with the ax and the knife"

(18) voglio poter dartelo.
voglio potertelo dare.
te lo voglio poter dare.
*voglio poterte darlo.
*lo voglio poter darte.
etc.

(19)(i) X V

"I want to be able to give it to you."

Y Pro (Pro) (Pro) Z (ii) :

1 2 3 4 5 6

1 2+4+5+6 3 0 0 0

7 4
7

Y Pro Z

3 4 5

3 0 5

(20)(i) non voglio poter dartelo. "I don't want to be to rive it to you."

non voglio potertelo dare.
non te lo voglio poter dare.

u(ii) voglio non poter dartelo. "I want not to be able t to you."

voglio non potertelo dare.
*te lo voglio non poter dare.

(iii) voglio poter non dartelo. "I want to be able t n e it to you."

*voglio potertelo non dare.
*te lo voglio poter non dare.
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(22)(i)

NP VP

V A4YZ \

NP VP

John work begin

/SN,i

X/Y7iNV

(iii)

tel\V

(ii)

/\
(iii)

NP

V VP

IlaJo n begin to

(iv) S

NP/ NN
V7I/P NP

I

1

S

it begin 1(41>t

(v)

work

NP4.?.....V VP

John begin o work

NP VP

V
7N NP

1
John begin

(iii)

NP
,/°°.

VP

V. '%NNS

1

NP
401#1 \

2
VP

e ones I believe him him

(23)(i) S (ii) S

/° \
NP.."..°°................\IN

I

NP

V P

S

NI/ 5I
1 1 1

believe him Se hones I believe him

(2h)(i) S (ii) (iii)

VP
\P

N VP NP
//

VP
NN%

I//

\PV

seem oe e o Joe seem be o1 Joe seem e o

[30]

(iv)

NE'

I:.

it seem oe be o



(25)(i)

NP NPNP

John Bill e s m a John

(26)(i)

4
4

NP

N/ VP

Xrp

boy hit ball

(27) (i) he is upset but (still) rational.
(ii) they arrested somebody but can't tell who.

(iii) you wrote this faster than that.
(iv) such designs as are used there tend to be faulty.

(28)(i)

NP/

IP
she saw man...rain

1

S\N
Mod P/N

NP

hit ball by.

(ii) lSa (151)

V
I/

NP PP

she saI
I

w man in rain

(29) (i) Der Mann wird das Buch lesen kOnnen.
(ii) lesen kOnnen wird der Mann das Bach.

(iii) *kOnnen wird der Mann das Buch lesen.

(30(i)

dog farmer

(31)(i) [NPX N Y)

(32) (i) thou goest hence.
goest thou hence?

(ii) she could say something that might upset them.
what could she say that might upset them?

(ii)

ciS.13)

(ii) [nX N Y ]

(33) (i) X NP NP Y

1 2 3 4 10

1 3 2 4

NP VP

\P

PP

she saw man in ra
I

toss blok Harry

(ii) X NP NP Y

[31]

1 2 3

1 3+2 0 14
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9. Pat Wolfe, University of British Columbia

ON THE DEVELOPMENT OF SOME DELETION CONSTRAINTS IN ENGLISH

Many grammarians have noted that sentences of the type:

*Percy liked the girl wanted to date his brother instead

in which the subject relative pronoun has been deleted, were apparently

formerly grammatical, cf.:

... for there was nother kynge, cayser, nother knyght that day

myght stonde hym ony buffette

Than they loked and were ware of a slepynge knyght lay all

armed undir an appil-tre

Langendoen and Bever have recently attempted an explanation for the loss

of this construction based on the interaction of perceptibility and

learnability. However, the existence within the same work of sentences

with ungrammatical (by present standards) deletion of the subject in

conjoined sentences, e.g.:

And them was brought hym robis to his plesure, and wolde

have had Balyn leve his swerde behynde him

Than was there joy and game amonge the knyghtes of Rounde

Table, and upoke of the grete prouesse that the messyngers

ded that day ...

suggests that any explanation based on relative reduction alone is

faulty, and that the two phenomena should be examined together. The

available data provides confirmatory evidence for analyzing relative

clauses as derived from conjoined sentences, and also suggests interest-

ing develJpments in the constraints on deletion in English, in particular,

that this could take place at deeper levels in Middle English than is now

possible. In addition, there are some methodological implications for

the study of linguistic change.

[32]



10. Charles M. Jenkins, University of Texas at Austin

ON THE RELEVANCE OF PSYCHOLINGUISTIC DATA

Peters and Ritchie have shown that current transformational theory

underdetermines the grammars that are written. We may resolve this

difficulty by either tightening grammatical theory or seeking other

primary data. The latter course is urged and psycholinguistics is

argued to be a source of relevant primary data. Theoretical grounds

for this view are given, and truncated pasaives are discussed as examples

in which the usual transformational analysis (truncated passives are

derived from full passives) and psycholinguistic data (children develop

truncated passives before full passives) conflict. lt will be argued

that truncated passives are not derived from full passives by truncation,

but rather from subjectless deep structures because:

a. a truncation transformation does not exist

b. there exist deep subjectless sentences

c. there is a transformation to move objects to subject position

These arguments support the evidence of the psycholinguistic data and

the argument that in the case of such a conflict the linguistic analysis,

not psycholinguistic theory, should be revised.

[33]



11. Matthew Chen, University of Californta at Berkeley

NASALS AND NASALIZATION IN CHINESE

Recently Foley and Lightner each made some interesting proposals

regarding universal rules or tendencies of vowel nasalization. This

paper purports to supplement these and similar studies concerned with

language universals with a broader empirical basis by bringing in

materials from a score of Chinese dialects. It also purports to evalu-

ate various claims about language universals with regard to sound change

affecting nasals on the basis of fresh data.

Specifically, the present paper will pose and attempt to answer

such questions as (1) What phonological environments condition vowel

nasalization and other changes of nasal elements? (2) How can we recon-

cile on the one hand the claim that /n/ is the most favoured nasal seg-

ment and, on the other hand, the observation that in the 18 Chinese

dialects studied /rj/ prevails in such a way that the presence of /m/

always implies the presence of /n/, and the presence of /n/ always

implies that of /r3/? (3) How do language-specific morpheme structure

conditions interact with language-universal tendencies of sound change?

(4) What are the physio-acoustic factors that determine interactions

between nasal endings and the vocalic elements?

[34]



12. W.L. Ballard, Georgia State University

THE MANDARIN CHINESE PALATALS

Analysis of the irresoluble syncretism (as palatal affricates) of

the heterogeneous set, [ts] and [k], in Mandarin Chinese succeeds by

using the features stridency and diffuseness and the Ici] variable, and

by Identifying contextual dissimilation, not assimilative palatali-

zation, as the neutralization process involved. This solution to a

classic problem also proves that stridency is relevant to the Mandarin

vocalic system and emphasizes the close relationship between synchrony

and diachrony. The problem of lexical representation necessitates

irresoluble (or] feature values in the lexicon and a paradigmatic pho-

nology to complement the present synt:Igmatic generative phonology.

[35]



Pa

pu

pi

HANDOUT

The Mandarin Chin,:se Palatals

ta tsa ka

tu tsu ku

ti tqi

Table 1

Diffuse / / - i - /
Strident ( / - )

( - - ] ( X - )

Grave - - / - - -

**[tsi] **[ki) [tqi)
Hypothetical Occurring

Table 2

pa ta tsa ka
pu tu tsu ku
pi ti tsi

Table 3

Rule a:

pa ta tna ka
pu tu tsu ku
pi ti ki

- Cons.
X Voc.r otdiffuse 1 - Diffuse

, 0(Strident' -4 ) / trUBEW., r

[ / Strident - Voc. J i Strident )
(- Grave) / Diffuse

- Grave
TS,K TQ i,y

Rule bl:

Diffuse /
Strident ( --) --> f - 3 --> C ; 3 / [cons. ] 1 - I

Grave / -
Vic.

K C T Q i,y

Rule b2:

Diffuse /
Strident [ / ) -7> I/1/[ cons. ) [ - )

Grave

Tq

[36]

Voc.

i,y



13. Ralph W. Fasold, Georgetown University

THE TONE FEATURES OF THAI

It is far easier to find discussions in the literature on generative

phonology concerning features needed for the description of segmental

phonology or stress systems than cooee-ming features needed for the

description of lexical tone. This paper presents data and a proposed

feature analysis for a portion of the tone system of Thai.

Thai is generally described as a language with five distinctive

tones. In a binary system, five tones can be distinguished with a mini-

mum of three features. The question arises as to whether or not the

facts of Thai tonal phonology indicate such an optimal number of features;

and, if so, what are they. In determining the correct features for

phonological segments, the most crucial evidence often comes from mor-

phological alternations. In Thai, a language with very few morpho-

phonemic alternations, this kind of evidence is seriously lacking.

However, it appears possible to decide what the tone features of Thai

are on the basis of two facts about Thai tone phonology: 1) restrictions

on just what kinds of syllables can take which of the five tones, and

2) the behavior of tone in a certain relatively rare reduplicative pro-

cess. The analysis which most succinctly accounts for these facts re-

quires a slight modification in the set of features proposed by Wang

(1967) to account for lexical tone.

The suggested analysis also has implications for the theory of

morpheme structure conditions.

[37]



14. John A. Rea, University of Kentucky

PHONOLOGY AND THE RULES OF FRENCH VERSIFICATION

Treatises on French versification, both descriptive and prescrip-

tive, claim that the devices of rhyme and of meter in French are for

the ear, not for the eye. But a number of rules pertaining to French

verse do not directly reflect the overt phonetic facts of contemporary

French pronunciation. Some authorities explain these discrepancies,

particularly those as to permitted rhymes, as in part based on ortho-

graphy, that is to say as intended for the eye as well as for the ear.

Others see in these same rules the traditional remnants of an earlier

period when they were established on the basis of then current pro-

nunciations which no longer survive. Often it is suggested that such

archaic rules ought to be abandoned, as indeed they occasionally are by

the more hardy experimenters; but in the main the rules persist with a

tenacity hard to ascribe to the dead hand of tradition or typographical

prettiness.

It is the thesis of this paper that these rules of versification

in French are in fact based neither on orthography per se, nor on per-

sistent tradition, but that they are accurately based on the phono-

logical structure of contemporary French, and that indeed no additional

rules are needed for the description of French verse beyond those already

needed for an account of normal spoken French. Supporting examples will

be adduced with regard to both scansion and rhyme, including data on

vowels, consonants, and clusters of semi - vowels and vowels.
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15. Karl E. Zimmer, University of California at Berkeley

VOWEL AND CONSONANT HARMONY IN TURKISH

Some analyses of Turkish phonology (e.g. R.B. Lees' in The Phonology

of Modern Standard Turkish and subsequent publications) have dealt with

'consonant harmony', i.e. the distribution of more fronted vs. more

backed variants of k and z and that of light vs. dark 1, by means of the

same rule which determines the front-vs.-back harmony for vowels. It is

argued here that such a treatment has a number of undesirable impli-

cations, and that it is preferable to regard the consonantal variants

as determined by vowels which have been given their full specification

by a harmony rule which applies to vowels only. Some relevant aspects

of the phonological integration of loan words into Turkish are also

examined. This examination lends some support to the view that fronted

k and z in back-vowel syllables should be regarded as more marked than

light 1 in back-vowel syllables.
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HANDOUT

Vowel and Consonant Harmony in Turkish

A.

'Normal' suffix harmony:

There are two kinds of vowel alternations in Turkish suffixes,
one involving the high vowels

1, u,

the other involving the unrounded low vowels

e, a.

Rule I:

Rule II:

Examples:

B.

Suffix vowels agree with the last stem
vowel with respect to frontness.

High suffix vowels agree with the last
stem vowel with respect to rounding,
unless a low suffix vowel intervenes,
in which case their rounding value
agrees with the latter.

e-a

ler-lar

accusative

dative

plural

ev 'house'

gill 'rose'

ok 'arrow'

kiz 'girl'

acc. dat. acc. pl. dat. pl.

ev+i ev+e ev+ler+i ev+ler+e

01+11 gill+ler+e

ok+u ok+a ok +lar +i ok+lar+a

kiz+1 kiz+a kiz +lar +i kiz+lar+a

'Normal' distribution of laterals and velars:

The phonetic segments involved are 'light 1' [1] and 'dark 11 [13,
'fronted k' and 'velar k' [k], and 'fronted El [:e] and
'velar s' [g].

Rule:

W, and Chl occur in syllables with front vowels;

[I], [k], and [g] occur in syllables with back vowels.

[40]



C. Examples of exceptions to A. and B. in loan words:

usul 'manner'

[usulJ, not (usul)

acc. [usulti) (syllabified (u-su-lii

fevk 'top'

[fevk), not [feq)

acc. [fevki) (syllabified [fev-k1))

h 5.k 'earth'

(hW, not [hal()

acc. [h4i] (syllabified (ha-V))

D. Adaptation of loan words:

Stage I (unadapted)

Stage II (partially adapted)

Stage III (fully adapted)

vowel consonant
harmony

[ha)

(h4ii -

(hak1

(hai) -

(hak)

(halt') +

Note: Forms which are (+ vowel harmony) and (- consonant harmony)
(e.g. (h41)) do not occur.
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16. Walter A. Cook, S.J., Georgetown University

CASE GRAMMAR AS A DEEP STRUCTURE IN TAcfl21IC ANALYSIS

The system of tagmemic analysis is a well-defined system for deal-

ing with the grammatical elements of surface structure in terms of the

function and form of each unit. Designed for field methods situations,

its primary concern is with the description of the surface structure of

sentences with particular attention to the grammatical meaning of each

element of the structure. Case grammar (Fillmore) is a system which

views the deep structure of sentences as a set of relations between a

VP and a series of case-marked NPs. This series of NPs constitutes a

set of roles which are useful in defining verbs in terms of the case

frames in which they occur, and useful for relating sentences with

identical deep role structures, but diverse surface syntactic structures.

The advantages of using Fillmore's case grammar as a deep structure

for taoemics are as follows: (1) the case grammar provides a ready-made

deep structure for relating sentences; (2) surface cases, such as sub-

ject and object, would be more clearly represented as subject-as-agent,

subject-as-goal, and the like, as already suggested by Pike; (3) the

definition of surface adverbials such as place, time, manner would be

more clearly defined by comparison of deep and surface structures. For

the case grammar model, tagmemics would provide a set of ready-made

descriptions, for demonstrating the universality of the presuppositions

on which case grammar is founded.

(42)



HANDOUT

Case Grammar as a Deep Structure in Tagmemic Analysis

Stage #1,

1. Preliminary Analysis

A. Active Uses of the Verb "break"

(1) The window broke
Surface + S: N + P: iv
Deep 0 V

(2) The hammer broke the window
Surface + S: N + P: tva + 0: N
Deep I V 0

(3a) John broke the window
Surface + S: N + P: tva + 0: N
Deep A V 0

(3b) John broke the window with a hammer
Surface + S: N + P: tva + 0: N ± Ins: RA2
Deep A V 0

13. Passive Uses of the Verb "break"

(4a) The window was broken
Surface + S: N + P: tvp
Deep 0 Vpass

(4b) The window was broken with a hammer
Surface + S: N + P: tvp * Ins: RA2
Deep 0 Vpass I

(4c) The window was broken by John
Surface + S: N + P: tvp 3 Ag: RA1
Deep 0 Vpass A

(4d) The window was 1 roken by John with a hammer
Surface + S: N + P: tvp t Ag: RAI 31ns: RA2
Deep 0 Vpass A 1

(431



Stage #2.

2. Deep Structure from Case Grammar

1. S > V + 0 for sentences (1), (4a)

2. S > V + 0 + I for sentences (2), (4b)

3. S > V + (:) + A for sentences (3a), (4c)

4. S > V + 0 + I + A for sentences (3b), (4d)

Case Frame: break = + [ (A) (I) 0 1

1 i I

break John hammer window
ltPassive] (+animate' I-animate] (-animate]

3. Surface Stricture in Tagmemtc Analysis

(1) Intransitive Clause, with 0 as subject

ICI = + So : Nio + P: iv

(2) Transitive Clause, with I as subject

tC11 = 4. Si : Nin + P: tva + 0: N in

(3) Transitive Clause, with A as subject

1C12 = + Sa: Nan + P: tva + 0: Nth f Ins: RAi

(4) Passive Clause, with 0 as subject

pCI = + So: Nth + P: lip I Ag: RAa * Ins: ItAi

(44)



17. Charles S. Bird, Indiana University

ASSOCIATIONAL PHRASES IN ENGLISH AND BAMBARA

In the strong form of the generative semantics model as represented

by Gruber and McEawley, lexical items are formed by pre-lexical trans-

formations which incorporate embedded structures into single matrices,

enabling the grammar to capture the relation between meaning and syntax

with a unary set of rules.

All distinctions of meaning are represented in the deep structure

such that there would be n deep structures to account for the n inter-

pretations of any given string or segment of a string. The rules which

conflate embedded structures are necessarily ad-hoc and this is claimed

to reflect the arbitrariness of the lexical inventory of any given lan-

guage. Given the ad-hoc nature of these rules, strict parallels between

conflating rules in two totally unrelated languages would have to be

explained either through universals or through chance. The odds against

such parallels being fortuitous in three or more unrelated languages

would be so great as to exclude this alternative from consideration.

This paper will be an attempt to show that there are strong paral-

lels between the great ranges in meaning of with-phrases in English and

their Bambara counterpart, ni...ye-phrases. It gill be demonstrated

that there are over twenty possible low-level semantic functions of

with-phrases in English w!ach are matched one for one by ni...ye-phrases

In Bambara.

The strong form of the generative semantic model would require a

unique underlying structure for every surface representation of with

having a different meaning. This of course implies that there are twenty

some odd homonyms with in English and twenty some odd homonyms ni...ye

in Bambara and that these sets of homonyms have the same semantic func-

tions in both languages. Both languages would have to have the same

rules neutralizing in surface representations the same deep structural

contrasts.

It will be demonstrated that, although on some grounds a word or

lexically based model is notationally variant to the generative semantic

(451



model, a word-based model not only captures the speaker's basic intu-

itions concerning the sameness of words, but also allows the identity

of with as a single morpheme by assigning a constant semantic function

which is abstract or indeterminate at the deepest level of interpre-

tation and which is subsequently made more specific by later interpre-

tive rules operating much the way low-level phonetic rules spell o.lt

the correlates of phonological distinctive features.
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18. Bruce Fraser, Language Research Foundation

TOWARDS A THEORY OF CONVENTIONAL USE

In addition to the syntactic, semantic and phonological aspects of

a sentence, the native speaker is aware of another aspect: how the sen-

tence is conventionally used, e.g. as a promise, command, threat, etc.

Sometimes the relationship between the linguistic form and the con-

ventional use is highly stylized and only remotely interpretable, e.g.

i) Would you like to see my etchings (request for a liaison)

ii) Shake a leg (command to move faster)

iii) She has a bee in her bonnet (statement that subject is

excited about something)

However, the vast majority appear to exhibit a systematic relationship

between the linguistic form and conventional use, e.g.

i) Will (can, would, could) you pass (hand, give, toss) me

the NP (has the form of a request for information but

conventionally used as a request for action)

ii) Help Mary and I'll VP (has t'e form of a command conjoined

with a declaration but is conventionally used as either a

promise or threat, depending on the content of the VP)

I will argue and support with examples the claim that only a theory of

conventional use which interprets the entire derivation (the semantic

reading and the deep and surface structures) can adequately account for

this aspect of English sentences. In particular, I will present two

sorts of cases: (i) where optional transformations alter the range of

conventional uses for a particular deep structure (thus directly chal-

lenging the performative analysis supported by generative semantics);

and (ii) where the conventional use of sentences can be most effectively

determined after the application o! two or more transformations, rather

than at the level of deep structure.
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19. James W. Harris, Massachusetts Institute of Technology

PARADIGMATIC REGULARITY AND NATURALNESS OF GRAMMARS

Neither analogy nor paradigmatic relations have any official status

in generative phonological theory. Paradigms are, however, a part of

language, not an artifact of the linguist.

Spanish verb forms provide evidence for the role of paradigmatic

relationships in a synchronic grammar. The verbs hater and decir share

a unique irregularity in certain paradigms. The only descriptively

adequate account attributes this irregularity to the reversal of the

order in which two phonological rules apply to all regular verbs. The

best-known theory of generative phonology, in which rules apply in a

fixed order, disallows the descriptively correct analysis. S.R. Anderson's

theory of "local ordering" allows rule-order reversal, and states uni-

versal conditions under which rules may apply in different orders in dif-

fernt derivations. Anderson's theory, however, fails in the present case.

The formal property that distinguishes the exceptiohal from the normal

order of the rules in question is that of paradigmatic uniformity.

The history of Spanish verb forms provides examples in which preser-

vation of or increase in paradigmatic uniformity (traditionally, and

correctly, ascribed to analogy) results in grammars that are more com-

plex and less natural, by current measures: A single rule becomes more

complex, and is morphologically rather than purely phonologically con-

ditioned; a rule is inserted into the grammar in non-chronological order

(presumably unusual) and moreover in a marked order with respect to a

chronologically prior rule (heretofore undocumented, as far as I know).

Paradigmatic relationships are thus seen to play a role in the

organitation of grammars, from both synchronic and diachronic points of

view, and therefore must be incorporated into linguistic theory.
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HANDOUT

Paradigmatic Regularity and Naturalness of Grammars*

*A number of assertions about data will have to remain unsupported here
because of tire limitations, and a number of rules will be given in
simplified form for the sake of clarity. Fuller discussion of most of
the synchronic data and of all the rules can be found in my Spanish
Phonology, MIT Press, 1969.

(1) "mark"
/mark-/

mar[k);:a

marCkIlo
matbdilmos
marCidenps

"PaY"

FaCeiar
paLg]o
kaig)amos
pa(g)emog

"cook"
/kok-/

coCsler
cue[s]o
cors]emos
coCslamos

Underlyin3 form of stem (cf. coCk]ci6n)

Infinitive
1st pers sing, pres indic
1st pers plur, pres indic
1st pers plur, pres subjunct

"protect"
/proteg-/ Underlying form mf stem(cf.proteCk)ci§n)

prote(x]er Infinitive
proteix12 1st pers sing, pres indic
proteIdemps 1st pers plur, pres indic
proteCx)amoa 1st pers plur, pres subjunct

(2) Velar Softening: ik Truncatiqa: V 0/4

(3) First conjugation Second conjugation
W theme vowel" /e /. "theme vowel"
/e/:pres subjunct /a /.pres subjunct

/mos/oast pers plur

(KARKLD)
Sub.itInsi Indic

rarkaemos/ /kokeros
- s

Ladle
/marka4ros

maT1:022 mitt:W.22

/pag4amos pagaemoa/

V
041%22 0.411122

1491

imgraa

/proteemos
x

tultglesi

(UNYARXLD)
§kblunci

kokeamos/
VSoft

0 Trunc

14212222

proteesmoa/
x VSoft

0 Trunc

EL2ItiaC21



(8) WRONG Ri.SULTS RIGHT RESULTS

/paka+e4s kerk4a4e4s/
0 0 Trunc

6 6 6 VSoft

*EaCes *ZerCes

/pak4ae4s kerk4a4e4s/
-

.6 - VSoft
0 0 Trunc

Eakes Cerkes

(9) PURNERLY

co[dg]er

cuggio

co[dz]emos

Co(61amo2

MODERN

co[s]ec- Infinitive

cue[s]o 1st pers ding, pres indic

co[Oemos 1st pers plur, pres indic

coCs]amos 1st pers plur, pres subjunct

(10) NOUN OR ADJECTIVE

dep6sito
plgtica
catAlogo
continuo
pr6spero
dom6stico
dfsona

VERB

deposito
platica
catalle
continuo
prosp$ro
domestico
disu&na

"deposit"
"chat"
"catalog"
"continuous"/"continue"
"prosperous"/"prosper"
"domestic"/"domesticate"
"dissonant"/"be dissonant"

castigo castigamus

castigas castIgitis

castigat castiont

r6nego

rin6gas

rtnigat

renegimus

renegitis

reagant

(12) LATIN OF SPAIN

rene4 go renigamus

rene4 gas renhitis

renetgat rentgant

(501

MODERN

reni6go

reniigas

reniga

reneglios

reneglis

renihan



(4) (UNMARKED)
/mark4a+mos mark+a4e4mos

0

marhrog mrtirsemos

ipag.a.mos

LaiiiM0§

pag4a4e+aos
0

x
*Eag:mos

kok4e4mos

kosemos

(MASKED)
kok4e4a4mos/

0 Trunc
VSoft

Wkokamos

proteg4e+mos proteve4a+vos/
0 Trunc

x - VSoft
Erotegros nrotealmos

(.5) UNMARKi.D

/mark+a+e4mos/
0 Trunc

a VSoft
,marsemos

/kok+e+a4mos/
VSoft

0 TruLc
kosamos

YARKED

/kok+e4a+mos
0 Trunc

VSoft
*kokamoa

/mark4a+e4mos/
VSoft

0 Trunc
marhecoa

(6) First Conjugation
TNUNCATICN

/am+a4o

0

Indic Subjungt
am+a+e+mus/

0 Trunc
virus

Second conjugation
NO TRUNOATICS

/deb+e4o deb4e+a+mus/

deb12 deteamu2

(.7) 1. "Velar Scftening" much inter than "truncation"

2. k F/---Cy, 1, a)

3. Noun MN, plCklupkigUll (nom, acc plur)

Verb (ilea. figeLl) (pres Indic)

BUT (00, Osfirs) kaCk121,LEADWIA but 2;011§ (prea subjunct)

(gIrdicrrar0 0410410LOWILDJIA " " "
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20. Barbara Hall Partee, University of California at Los Angeles

DIRECTIONALITY IN GRAHHAR

Given that a generative grammar is by definition neutral between

speaker and hearer, one must accept Chomsky's remark that theoretically

there is no substance to debates about the direction of mapping between

components of a grammar. But even considered as abstract competence

models, grammars tend to have certain built-in asymmetries which are

worth considering if one wants either to move closer to the direction-

less ideal or to argue for an overtly directional model.

As an example of a local asymmetry, consider the WE-fronting rule

which moves an interrogative word to S- initial position. An automaton

presented only with a statement of the rule and the derived structure

of a Wh-question such as What did they name the baby? would be unable

to determine the structure which preceded application of the rule, since

neither the derived structure nor the rule statement gives any clue to

the original position of what. (The strategy of a hearer may well in-

volve the whole grammar, in some kind of analysis-by-synthesis approach.)

One Important issue connected with directionality between whole

components is the place of formation rules. In Chomsky's standard model,

the PS-rules which generate deep structures are responstble for the

infinitude of the set of sentences. To start with some other component

would require writing a new set of rul-s to define a new set of initial

structures and would relegate the PS-rules to the status of filters if

not to abandonment.

A second issue relevant to component directionality is whether

semantic rules should be formally identical to transformations. Under

certain conceptions of the nature of semantics, such formal identity

does not hold, non-directionality becomes harder to maintain, and the

possibility of a "generative semantics" as opposed to simply a more

abstract syntax becomes open to question.

(521



William Labov, University of Pennsylvania

THE ADEQUACY OF LANGUAGES

This paper identifies a number of strategic sites for research on the

relation of language and thought, drawing on the parallels in pidgins and

child grammars as they develop to creoles aid adult grammars respectively.

Most pidgins learned as second languages can be seen to be inadequate

for the full range of linguistic functions. In many respects these pid-

gins resemble early stages in the developing grammars of children, which

can also be seen as inadequate for the full range of adult uses. As

pidgins become native creoles of the next generation, and as children's

grammars change with age, they both develop pure relational morphemes

and optional rules of morphological condensation. Adverbs which marked

time relations give way to obligatory tense markers in the auxiliary,

which then show phonological attrition in rapid speech.

The communicative advantage of this development is not obvious, since

the optional adverbs seem to provide temporal information with maximum

efficiency.

In the course of further development, these grammars develop a

greater capacity for accepting various permutations of topic, theme and

focus in the organization of the sentence. Literary languages seem to

show rapid development in this respect. The "fully adequate" language

is marked more by its capacity to organize information it more different

ways rather than the capacity to represent more information than less

adequate languages.

A paradigm is suggested for identifying the stage of development of

any given language or speaker in this respect.

(53)



Thomas G. Bever, Columbia University

ENVIRONMENT AND THE EMERGENCE OF LINGUISTIC STRUCTURES

Recent studies suggest an intimate interaction between the develop-

ment of cognitive structures, linguistic capacity and cerebral dominance

in children under five years of age. The environment provides stimu-

lation critical for the development of each of these aspects of the

mind; it also is the field of expression in which the child can inte-

grate the various aspects together. Differences in the kind and variety

of opportunity offered the child by the environment can cause differ-

euces in the developmental rate and the final form of mental organiza-

tion.

154)



21. Margaret A. Naeser, University of California at Los Angeles

THE AMERICAN CHILD'S ACQUISITION OF DIFFERENTIAL VOWEL DURATION

The development of differential vowel duration was observed in six

children who were tape recorded at one-month intervals from 26 to 36

months of age, and in three children from 21 to 24 months of age. The

children's task was to produce a series of CVC English words using each

of the vowels /I i u/ before one voiceless and one voiced stop, and one

voiceless and one voiced fricative. Four stimulus conditions were used:

1) a visual stimulus, using familiar story-book pictures, and 2-4) three

sets of tape recorded stimuli with the vowel /i/: one set had normal

differential vowel duration, another had abnormal equal vowel duration,

and the third had four occurrences of each word with graded vowel dur-

ations. Results showed that acquisition of differential vowel duration

preceded control of the voicing feature which conditions it in adult

English. Some inferences were made from the results regarding develop-

ment of differential vowel duration and control of voicing of final

consonants. Variations in responses under the four types of stimuli

used, and individual variations between one child whose parent evidenced

distinct dialect differences (black dialect), and the other eight children

(white dialect), permitted the positing of three stages in the acqui-

sition of differential vowel duration in American English in relation to

the voicing of final consonants.

[55]



22. Arlene I. Moskowitz, University of California at Berkeley

EARLY PHONOLOGY ACQUISITION

A child's acquisition of the phonology of his first language is an

intricate interaction of the ability to discover the system, and the

articulatory ability to duplicate the model. The theory presented here

outlines a process of learning which is highly dependent on the environ-

ment and makes minimal assumptions about innateness; it is reasonably

simple and explains a variety of phenomena of language acquisitiol which

have not previously been explained.

The system is discovered by successive utilization of basic units

of phonology; each unit is a natural outgrowth of the form the data has

taken before that unit's inception. During late babbling, the unit is

the sentence, a string of random sounds distinguished by the super-

position of intonation. [Data from children of English-, Russian-, and

Chinese-speaking homes will be presented to indicate that fundamental

information about intonation has in fact been learned by this time.]

The next phonological unit, the syllable, retains the characteristic of

intonation but incorporates an early form of consistent sound production.

[A re-analysis of data from several previous studies will be presented

to indicate the integral part that syllabic structure plays in the

development of a more sophisticated phonology.] From the syllabic

organization of phonology the child is able to abstract a system which

is similar to the systematic phonetic level proposed by Chomsky and Halle.

[56]



23. Eve V. Clark, Stanford University

THE ACQUISITION OF THE MEANING OF BEFORE AND AFTER

The present research examines the acquisition of two temporal con-

junctions, before and after, by 40 children in four age-groups between

3.0 and 5.0 years. The children participated in a comprehension task

where they were given descriptions of two events ordered in time and

asked to make toy* act out the sequence. The descriptions used were:

(1) X happened before Y happened.

(2) Before Y happened, X happened.

(3) Y happened after X happened.

(4) After X happened, Y happened.

The results indicate that the youngest children (21 Ss) understood

neither conjunction, and used 'order of mention' as a cue for their

responses, i.e. they gave consistently "correct" answers to (1) and (4),

but consistently incorrect ones to (2) and (3). A second group of

slightly older children (11 Ss) had learned the meaning of before--(1)

and (2) correct--, but not yet of after. After was either treated as

it had been by the younger children--(4) "correct", (3) wrong--or else

as if it were identical in meaning to before--both (3) and (4) wrong.

The third, oldest, group (8 Ss) interpreted both conjunctions just as

adults would--(1), (2), (3) and (4) correct.

A model of semantic features was used in predicting and explaining

the results. Both before and after are characterized as +Time,

-Simultaneous; they are differentiated from each other by ±Prior.

The children in the second group have learned the more general features:

+Time and -Simultaneous, and one value of Prior, but they have still to

learn that +Prior is what distinguishes between before and after. The

older group have learned the feature +Prior. These results provide

some evidence that the more general features of meaning are acquired

before the more apecific ones.

(571



24. Gaberell Drachman, Ohio State University

SOME ASSUMPTIONS CONCERNING LANGUAGE ACQUISITION

This paper builds upon notions concerning the importance of matur-

ation in language acquisition which I outlined before this Society's

July meeting.

At that time, I questioned the assumption that the articulatory

abilities required for all segments in all contexts are equally avail-

able at any given time early in the acquisition process; and I outlined

a possible model of physiological maturation to account for the 'order

of vocalization' of phonetic representations.

In the present paper, I shall discuss the validity cf several

further, and equally basic assumptions concerning language acquisition.

The most important of these are, first, that nothing essential to mature

speech is carried over from the babbling stage--that is, that the develop-

ment of the child's vocalization is discontinuous; and second, that the

child has correctly represented the full shapes of [at least] all the

language forms he attempts to utter--that is, that auditory perception

and storage is from the first equally efficient for all segments in all

contexts.

Oa]



25. William Orr Dingwall, University of Maryland

Galina Tuniks, University of Colorado

GOVERNMENT AND CONCORD IN RUSSIAN: A STUDY IN DEVELOPMENTAL

PSYCUOLINGUISTICS

In this paper we report on a series of experiments conducted in the

Soviet Union in the summer of 1970 dealing with the development of govern-

meat and concord in the speech of Russian children ranging in age from

one year, eight months to eight years. These studies were both natural-

istic and experimental in nature. In addition to the collection of a

sample of spontaneous speech, they involved such techniques as picture

description, the answering of questions about various objects in a barn

and elicited sentence imitation on the production side as well as picture

choice and object manipulation on the comprehension side.

The individual experiments in the series were designed to test a

number of interesting hypotheses concerning developmental psycholinguis-

tics - hypotheses which have recently appeared in the literature and

which are based almost entirely on the acquisition of English as a native

language - on a language whose structure is not only quite different from

English but offers, we believe, a more tangible source of information on

acquisitional strategies.

The results of these studies which extend the investigations of

such scholars as A.N. Gvozdev in the Soviet Union and D.I. Slobin in the

United States suggest to us that the child must be endowed with at least

three basic capacities: (1) an absLractive capacity, (2) a capacity for

parsimony and (3) a storage capacity which need not be assumed to be

specific to language acquisition but may well be characteristic of the

general cognitive make-up of homo sapiens at birth.

[59]



26. Ralph Vanderslice, Hunter College of the City University of New York

DISTINCTIVE INTONATION FEATURES

A recent proposal by Vanderslice and Ladefoged--to simplify the

SPE stress cycle (while retaining its insights) through the substi-

tution of binary accentual features for the 'prosodic souse' of

stress--depends crucially on a rigorous factoring out of intonation

from accentual pitch effects. The present paper describes more fully

the intonational part of the new binary suprasegmental feature system.

The features CADENCE (post-nuclear low pitch) and ENDGLIDE (pre-terminal

rise) yield the three major contours--falling, rising, and fall- rise --

and a marginal sustained or level one. When permuted with variations

in accent placement, these account in an intuitively satisfying way

for the grammar-expounding intonational phenomena of English. Indexical

variants are shown to be responsible for the residue of pitch patterns.

[601



(1)

HANDOUT

Distinctive Intonation Features

nstead of Jailing the pediatri hap it's the pre ident they should incarcerate.

(2) Shall YOU ride to town today? Shall you RIDE to town today?

Shall you ride to TOWN today? Shall you ride to town TODAY?

--John Wesson 1748

(3) Grammatical intonation feature's

Contours Cadence, Eudglide

Falling fl his soup Joe AT his soup

Rising Jie ate his soup Joe ATE his soup

Fall Rise Jie a his /au;

(4)(a)

Joe ATE his sou

the wireless to egrapil... (b) the wireless telegraph

syllabic + +(+) +

strong +( )

accent

cadence

endglide

[611



(6) An intonation-type-and-accent-recession paradigms

.1
(a) The workmen from BOston are leaving

I
(b) The workmen from Boston are licaving

The workmen from Boston are lea

.....

The workmen from Boston are leavity

(c) The workmen from Niston are 1WaTiog The am-en from Boston are leavini

where I m R, FR

(6) Indexical features:

(a) +DIPs

(b) +SCOOP'

areHow are you ow ARE you

_ , A _
How

IIare
you how .IRE you

----N-------
HtHow 'ire you

tA
HOW are YOU

It's waderful it's WON derful

S F
It's wonderful

*It's difiplicable

I)'

it's inexPLIC able

-It's inexpldable

it's WONder ful

[62]



(7) Saaple text of factual prose shoving salient referential relations'

IF1
R4man experience

R
and

are aceissibte to "Obsertition

by

tries

A

for his lst:1

-4

F R
requfres.a microsco

k
pe

ir
or GM:tropic

S41 A 'Inuits* Csegtiry in this rr.12

Whilly47 (TM of

or dot sheet behivior privionsly

[Larding11] res.tinkne.:H] is

Gee in s vhf Vitastiolisi]
*A I

ir ..0'acts

(63)

*M mentioned

+C contrastive

iRR rhythm rule

-A unaccented (medial
sentential adverb)

(it observation study;2

otherwise /steratic study)

(if microscope, "optical

gear "; otherwise

F
efictanie qtr.

(it is rare 'is not

made altos; otherwise

r
Luis )



27. Timothy S. Smith, University of California at San Diego

THE PHONETIC AND LINGUISTIC DESCRIPTIONS OF VOWELS

Ever since the time of Melville Bell, most phoneticians and lin-

guists have described the vowel sounds of language in terms of articu-

latory features which involve the post:A.0n in the vocal 1.1Ct 'if the

point of maximum tongue constriction. The Jakobsonian acoustic features

repreeented perhaps the only significant departure from this practice.

Recent generative phonology, however, has returned to a descriptive

framework conceptually very similar to Bell's, involving deviation of

the tongue body from a hypothetical neutral position of the vocal tract.

Casual inspection of X-ray still pictures of steady-state vowels

appears to supp;rt the use of ouch features. A recently concluded

series of experiments utiliting X-ray motion pictures of the vocal tract

and electromyographic recordings from the major intrinsic tongue muscles

involved in vowel production, however, indicates that features such as

"high," "low," and "back" are descriptively inadequate with respect to

the articulation of vowels. A different set of articulatory features

is proposed, based upon suggestions made in publications by W. Wang and

B. Lindblom. The binary features "palatal," "velar," and "pharyngeal,"

used in conjunction with an independent non-binary feature of vowel

height, ere more in accord with the physiological data.

The incorporation of this set of features into generative phono-

loce.al theory would increase the power of the theory in several ways.

It would allow a more natural representation of underlying vowels, and

%lad directly account for certain facts expressed in the marking con-

ventions for vowels. This set of features also has certain drawbacks,

in that some common rules appear to be more difficult to state. The

linguistic advantages and disadvantages of this physiologically viable

set of features will be discussed in detail.

(bb)



28. Masayoshi Shibatani, University of California at Berkeley

THE ROLE OF SURFACE PHONETIC CONSTRAINTS IN GENERATIVE PHONOLOGY

It has long been observed that a language exhibits various con-

straints on the distribution and combination of segments and features

in phoned,: representations. The present paper proposes that explicitly

formulated surface phonetic constrathts (SPC's), which are conspicuously

lacking in generative practice, should be included in a phonological

description. We show that a phonological theory with SPC's is more

explanatory and can shed light on the question of what is and what is

not psychologically real in phonology. The SPC's play a dual role in

generative phonology; on the one hand, they are explicit statements

about surface phonotactics, and on she other, they actively participate

in sentence generation by relating the output of P-rules and the under-

lying forms of nor alternating morphemes to tleir phonetic representation.

The SPC's will have relevance IA significant ways to the following

Important topics in phonology: phonemic level, conspiracy, markedness,

sound change, and borrowing.

(6S1



HANDOUT

The Role of SPC's in Generative Phonology

(1) #( C Vi )1#

(2) [ -son. rant]

1
[-voiced]

(3) [+nasal]

[+vied]

(4)

[

+anterior
+coranal

0V -continuant
-nasal

[anterior
+coresal
-0entlresant
-nasal

(5) dogs [dogs]

tasks Ltitsks]

busses (bAsss)

(6) 0 -->ii/ [ +strident] [ +strident]

(7)
C

2 `-'> 2/ [voiced]

(8) [sonorent) (ssonorant) 0

Ca voiced) invoiced]
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(9) n/[ +strident] (+strident]

(10) doge [doge]

tasks [ tseekz]

busses [bAsz]

(11) #((c) (0) vl(c))10

11

9/ ORAMMMIWO

(12) C C

I/

lax] [ax]

(13) c V
+anterior back
+coronal high
- continuant
- nasal

[ +strident]

p

Where X s place of lint.
bulation features.

(14) wm"Present Indicative' 'see' Present Ind'

/ kat + ra / /ai + ru/

(15) r ...s 0 / C +

(16) kat +

(17) kacu

(V I



29. Marcel A.A. Tatham, University of Essex

A LINGUISTICALLY-ORIENTED APPROACH TO SPEECH SYNTHESIS-BY-RULE

The majority of research projects in synthetic speech center around

the development of a set of rules to provide correct time-varying con-

trol signals for driving a speech synthesizer. 'Correct' usually means

capable of enabling the device to generate speech-like sounds where

quality is determined by spectral analysis or subjective listening tests.

This approach is criticized, and the implementation of a linguistically-

oriented speech production model is discussed. The motel, it is argued,

is inadequate if it seeks to generate speech from a simple quasi-phonemic

input alone. The consequences of adding a time dimension by rule to a

segmental input sire reviewed, but it is argued that there may be better

ways of incorporating such hitherto problematical features by denying

the single channel input.



30. Alan Bell, University of Colorado

DYNAMICS OF SYLLABLE STRUCTURE--A NONDETERMINISTIC MODEL

A survey of the syllable structures of some 150 languages confirmed

earlier observations of Jakobson and Greenberg that languages possess

syllables of the type CV and at least one other type. The investigation,

based on a concept of syllable structure as an organization of segment

strings, also revealed further regularities, principally regarding the

occurrence of syllable types in initial, medial, and final positions of

a larger domain, roughly the phonological word.

Generalizations about the occurrence and nonoccurrence of syllable

types have been puzzling because they apparently had no consequences for

the nature of diachronic process. It is shown that this appearance is

the result of a deterministic view of occurrence, which .isks, 'Why do

certain types of syllable structures not occur?'

The correct question is 'Why are they so rare?' The answer, crudely

put, is that the processes that lead to rare states must be much less

likely to Occur than those by which languages of rare types are trans-

formed into commonly occurring ones. This point of view is exploited

systematically by relating synchronic observations and the relative

likelihoods of relevant processes through a Markov chain model of the

dynamics of syllable margins.

The central contribution of the approach is that it relates other-

wise isolated evidence in en explicit manner. Its potential thus extends

beyond the nondeterministic explanation of the nonoccurrence of certain

states, or even the explanation of some regularities concerning relative

proportions of languages found among commonly occurring states. Its

greatest promise probably lies in the opportunity it provides to evplore

the relative strengths of diachronic processes, and to attack other

fundamental questions of diachronic change.

(691



3l. John P. Kimball, University of California at Santa Cruz

RECURSION IN DEEP STRUCTURE AND LOGICAL FORM

It has been argued by some proponents of a view of grammar known

as generative semantics that deep structure can be reduced to logical

form. If the notion of logical form is taken from standard systems of

logic, then this thesis can be shown to be untenable on purely syntactic

grounds. Deep structure and formal languages for logic differ minimally

with respcct to the mechanisms in their grammar which provide for re-

cursion. It can be shown that the only recursive symbol in the grammar

of logical languages is the initial symbol. However, the need for

recursive symbols other than the initial symbol in deep structure has

been demonstrated; in particular, it is necessary to have deep struc-

ture conjunction of noun phrases (and, perhaps, verb phrases) as well

as sentences. Thus, predicates in natural language which take conjoined

subjects in deep structure have no counterpart in logic. Logical pre-

dicates corresponding to words of English like 'meet' and 'intersect'

would have to be able to take arbitrarily many arguments. However,

this would make impossible the Interpretation of such logical predicates

in any model of the calculus, for an interpretation consists of a set of

n-tuples, for a fixed n, where n is the order of the predicate. Further,

no trivial modification of known systems of logic can yield a system

which incorporates predicates which may take arbitrarily many arguments.

Thus, the difference outlined here seems to be essential.

(70)



32. Lauri Karttunen, University of Texas at Austin

SOME OBSERVATIONS ON FACTIVITY

I will discuss three types of anomalies that present serious prob-

lems for any analysis of factive verbs that has been proposed thus far.

The first problem is posed by the fact that, in sentences such as

(1), the complement of a factive verb contains a variable that is bound

by a quantifier outside the complement itself.

(1) Anyone who has regretted that he is no longer young has had

the same feeling as T.

Here the complement of regret, 'x is no longer young', does not con-

stitute a complete proposition in isolation of the main sentence. It

is not something that can be considered as true or false. Consequently,

it cannot be 'presupposed' in the usual sense. The addition of the

quantifier anyone does not solve the problem. Certainly, (1) does not

presuppose that 'for any x, x is no longer young'. But what does it

presuppose?

The second problem concerns the difference between that complements

and other complement types which manifests itself in the counterfactual

mood. For example, in the indicative mood there is no difference in

factivity between that complements and poss-ing constructions. (2a) and

(2b) both presuppose (3).

(2)(a) That his bride is not a virgin bothers Harry.

(b) His bride's not being a virgin bothers Harry.

(3) His bride is not a virgin.

Howiver, in the counterfactual mood there is a difference. ghat comple-

ments remain factive but puss -ing complements may be used with the under-

standing that they are not true in the actual world. (4a) presupposes

(3) but (4b) does not.

(4)(a) That his bride is not a virgin would bother Harry if he

knew about it. (*Luckily, she is a virgin.)

(b) His bride's not being a virgin would bother Harry if he

knew about it. (Luckily, she is a virgin.)



Finally, it is not that verbs either are or are not factive. In-

stead, there seem to be degrees of (activity. Factive verbs differ in

a systematic way with respect to environments in which they carry along

the expected presupposition. This can be seen by comparing verbs like

regret, realize, and find out in the examples (5)-(7).

(5) BLI1 didn't that he had not told the truth.

(6) Did you that you had not told the truth?

(7) If I later that I have not told the truth, I will

confess it.

(12)



33. Wilbur A. Hass, Shinier College

THE SYNTACTIC RELEVANCE OF PRESUPPOSITION AND INFERENCE

Recent papers on syntax-semantics, as well as the supporting philo-

sophical literature, have made frequent reference to presupposition

and/or to inference; the present paper deals with the status and dif-

ferentiation of these two concepts in the linguistic theory of syntactic

structure.

Although one might try to relate presupposition and inference to

performance factors (production vs. reception) or to the nature of the

information being used (linguistic vs. extra-linguistic), neither of

these interpretations is feasible. The former (production vs. reception)

fails because presupposition and inference have, in the uses under con-

sideration, a clear bearing on competence. The latter (linguistic vs.

extra-linguistic information) fails when a slight extension is made of

Kate ard Fodor's familiar argument on the autonomy of syntax (cases of

extra-linguistic information being quite fittingly handled by linguistic

formulation).

Distinctions between intra-S and inter -S relations obviously do not

serve as a possible basis for differentiating presupposition and infer-

ence, but their general bearing on the issue is problematic. What is

the relation between a sentence which expresses a presupposition or an

inference and a sentence which contains (but does not express) a pre.

supposition or supports does not express) an inference? Examples

are considered, and no grounds are found for rejecting the strong hypo.

thesis that the two cases can be treated by the same means.

Presupposition and inference are not, it can readily be shown,

matters of truth value or belief status, i.e. matters of propositional

content.

If presupposition and inference are to be grounded in structural

universals, the universals involved must be ones of the structure of

argument. Here presupposition and inference form, respectively, initial

and terminal poles. In this treatment, presupposition and inference

gain t status similar to topic/comment and other transformationally.

structured aspects.

173)



34. Robert Wall, University of Texas at Austin

ON THE NOTION "PRESUPPOSITION OF A SENTENCE"

Much recent work has been focused on the relation between a sen-

tence and its presuppositions and how this relation is to be represented

in a grammar. By the usual definition, A presupposes B if and only if

A implies B and A (the negation of A) also implies B. Thus, for

example, if either sentence (1) or its negation (2) is true, then sen-

tence (3) cannot be false, and therefore (1) and (2) presupposes (3).

(1) John has stopped besting his wife.

(2) John has not stopped beating his wife.

(3) John has beaten his wife at some time.

It is also usual to say that when A presupposes B and B is false, then

A is neither true nor false, but has no truth value.

This paper examines the nation of presupposition in terms of this

kind of three-valued logic and shows that the usual definitions of pre-

supposition and of implication cannot both be maintained. An alterna-

tive definition of presupposition in terms of necessitation avoids this

difficulty, but neither approach escapes the following paradoxical re-

sults: (a) A presupposes itself unless it is false; and (b) A can pre-

suppose B and B can presuppose A when A and B are both true or both

without truth value. Various means are suggested for eliminating these

paradoxes while retaining the essential features of presupposition and

implication. Finally, some proposals for extending these notions to

interrogatives, imperatives, etc. are discussed.
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35. Gerald B. Mathias, Indiana University

ON THE TOPIC

Concepts of "topic" or "comment" have been of little utility in

general language theory, but play a role in the grammars of such lan-

guages as Japanese and Korean. In Japanese, a subject-like NP-wa is

the "topic" in distinction to NP-la, the "subject," from which it is

often derived through a "topicalization transformation". Comparing

"cognitively synonymous" sentences in sets of these forms:

(1) NPI-Al VP]. (kernel sentence?)

(2) NP1-wa VP]. (topicalized transform of (1)?)

(3) VPI-no-is NP1-da (cleft transform of (1)?)

(4) VP1-no-wa NP1-da (topicalized transform of (3)?)

we discover, with special exceptions, a strikingly higher level of

synonymity between (1) and (4) than between any other two. Assuming

the suggested derivations, it appears that the cleft and topic trans-

formations have less effect on the meaning of a Japanese sentence to-

gether than singly! Now, the hypothesis that every sentence has a topic

(just as a layman might understand it) which is optionally realized in

the surface structure not only accounts for the close synonymity of (1)

and (4), but also eliminates all need for cleaving or topicalizing rules

in Japanese. In most cases, the unexpressed topic of (1) is intuitively

equivalent to the predicate, i.e. the VP-no- of (4); in the "special"

cases it is not. The English case generally parallels the Japanese:

If the intonation is right, then a sentence is synonymous with its

"cleft transform"--but there are exceptions, often translations of the

Japanese special cases. The same hypothe:is, distinguishing topic-of-

the-comment and subject-of-the-predicate, will account for the variations

in synonymity and some intonation patterns in English.
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HANDOUT

On the Topic

(1) I'm going (to go) to school.

(2) boku-ga gaQkoo -e iku "I'm going to school." boku = "me"

(3) boku-wa gaQkoo -e iku "I'm going to school." gagkoo = "school"

(4) gaQkoo-e iku "I'm going to school." iku = "go(es)"

(5) gagkoo-e iku-no-ga boku-da "The one going to school is me." (77)

-no = general relative pronoun

(6) gaQkoo -e iku-no-va boku-da "The one who's going to school is me."

(7) NP-ga VP VP-no-ga NP-da (8) NP1!,:, VP VP-no-wa NP-da

(9) atama-ga itai "My head hurts." (head, is painful)

(10) tuki-ga deta "The moon is up." (moon, emerged)

(11) tori-ga naite iru "Birds are singing." (bird, is singing)

(12) ame-ga huQte -iru "It's raining." (rain, is precipitating)

(13) itai-no-wa atama-da "What hurts is my head."

(14) deta-no-wa tuki-di "What's up is the moon."

(15) naite-iru-no-wa tori-da "What's crying is birds."

(16) huQte-iru-no-wa ame-da "What's precipitating is rain."

(17) S Topic Comment; Topic NP-wa; Comment NP-ga VP

(18) i. Equi-NP deletion ii. Understood topic deletion

iii. Equi-verb deletion iv. NP-to-VP conversion

(19) boku-wa boku-ga gaQkoo-e iku .!AW> (3) 1811=)>(4)

(20) gaQkoo -e iku-no-wa boku-ga gaQkoo-e iku 12L4=) (2) OR 1211111-!--- (6)

(21) boku-wa atama-ga itai "My head hurts." (1111=3 (9)]

(22) What I bought was a car. (23) I bought a car. (24) I bought a car.

(25) The one who bought a car is me. (26) I am the one who bought a car.

(27) by head hurts ====3> What hurts is my head.

(28) i. Equi-NP defocalization (usually pronominalization if NP is -Definite)

ii. Understood topic deletion iii. Equi-Noun/Verb deletion

iv. BE insertion v. Focal stress addition

(29) What I bought: I bought a car anAllialYALi> (22)

(30) What I bought: I bought a car

(31) Ma: I bought a car M".1112-11141-"Y>
(23)

(32) The one who bought a car: I bought a car =261.611=> (24)
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(33) The one who bought a car: I bought a car 32LAULAiliAL> (25)

(34) The one who bought a car: I am the one who bought a car (??) 1261144(26)
(35) Me: my head hurts E§Latia.> (27, left aide)

(36) The part that hurts: my head hurts alliALIALux. (27, right side)

(37) The part that hurts: my head hurts 28IALL3%=)>(27, left side)
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36. Hans Aarsleff, Princeton University

CONDILLAC AND HERDER

The Problem. In the history of linguistics Herder's prize-essay

Uber den Ursprung der Sprache (1772) has occupied a central position.

Attempts to deal with its context have taken two forms. (1) Recently

the essay has been placed in the 'Cartesian' tradition; since there is

no historical evidence for this interpretation, either in regard to

'Cartesian linguistics' in general or to Herder in particular, this

opinion can be dismissed. (2) The Urspruns4 has been seen to contain an

entirely new and original view of the nature of language, rejecting the

dominant contemporary views as found especially in Condillac. If this

interpretation is correct, there can be no continuity in the history of

linguistics. But this reading lacks both textual and historical support.

The problem then is: Can continuity be established, and if so, how?

The Answer. The pbilosophical--chiefly epistemological--problem

of the origin of language was introduced by condillac's Essai sur

l'origine des connoissances humaines (1746). Though commonly ignored

or grossly misunderstood, the Essai is incomparably the most significant

work in the study of language in the 18th century. In the Berlin Academy

it caused a close, vigorously pursued, cogent debate on the nature and

origin of language. Participants were, among others, Maupertuis,

SUssmilch, and Michaelis, who formulated Herder's topic. The Ursprung

is intimately related to the Essai owing both to its position in the

debate and to Herder's careful reading of the Essai's long section on

language in the mid-1760's. But for reasons that can be explained

Herder misrepresented the Essai's argument. His key concept of

'Besonnenheit' or 'Reflexion' is the Essai's ' reflexion,' which to

Condillac was a function of reason. Thus by examining the relations

between the two works, the lost continuity can be reestablished. This

continuing tradition connects with Locke's Essay, on which Condillac

based his Essai. This tradition is the key to our understanding of the

history of linguistics.
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37. D. Terence Langendoen, Brooklyn College and Graduate Center of The City

University of New York

A STUDY OF THE LINGUISTIC PRACTICES OF THE FTC

Advertising is considered false if it is potentially misleading to

those who depend on it for making decisions regarding the product or

service being advertised. In the United States, the Federal Trade Com-

mission has the primary responsibility for deciding that particular

advertisements are deceptive, and for issuing guidelines to inckstry

regarding the advertising of particular products. Kany of the problems

that arise are primarily linguistic, and in many of these cases the FTC

has either failed to be consistent, or has taken a highly dubious posi-

tion. Here we shall consider the following problems: the naming of

products, the uses of the terms guarantee(d), free, sale, manufacturer,

and the general problem of the interaction between the regulation of

deception and restraint of trade.

REFERENCES

Alexander, George J. 1967. Honesty and competition: false advertising
law and policy under FTC administration. Syracuse: Syracuse Univer-
sity Press.

Cox, Edward F.; Robert C. Fellmeth; and John E. Schulz. 1968. Nader's
raiders: report on the Federal Trade Commission. New York: Grove
Press.

Kirkpatrick, Miles W. (chairman). 1969. Report of the American] BLEI
A[ssociation] commission to study the Federal Trade Commission (in-
cluding a dissenting statement by Richard A. Posner). Chicago:
American Bar Association.
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38. Ingrid Guentherodt, University of Kansas

A PROSODIC ISOGLOSS IN GERMAN DIALECTS

A dialect study of over forty communities of the Palatinate, West-

Germany, has revealed a dialect boundary that runs in a northeasterly

direction from the Franco-German border southwest of Pirmasens toward

the Rhine close to Ludwigshafen. It separates the region in which fall-

ing terminal contours prevail in yes-no questions, w-questions and even

questions of the type "Du gehst sot= heim ?" from the region in which

rising terminal contours prevail in these question types. This intona-

tion boundary resembles numerous isoglosses of the maps published in

the Pfglzisches WOrterbuch. To the best of the author's knowledge this

is the first dialect boundary of sentence intonation ever discovered in

German dialects.

In a listening test questions of the type "Du gehst schun heim?"

as spoken by dialect speakers from the north were not perceived as

questions by dialect speakers from the south but as statements. We see,

therefore, that intonation is a basic factor of communication and for

this reason should be included in future research on German dialects.

[80]



Q
u
e
s
t
i
o
n
s
 
u
s
e
d
 
i
n
 
t
h
e
 
d
i
a
l
e
c
t
 
r
e
c
o
r
d
i
n
g
s

i
n
 
t
h
e
 
P
a
l
a
t
i
n
a
t
e
,
 
s
u
m
m
e
r
 
1
9
7
0

I
.
 
W
i
t
h
 
s
t
r
e
s
s
 
p
l
a
c
e
m
e
n
t
 
m
a
r
k
e
d

o
n
 
i
n
f
o
r
m
a
n
t
'
s
 
h
a
n
d
o
u
t

W
-
Q
u
e
s
t
i
o
n
s

Y
e
s
-
N
o
 
_
Q
u
e
s
t
i
o
n
s

A
s
s
e
r
t
i
v
e
 
Q
u
e
s
t
i
o
n
s

1
)
 
T
w
o
 
d
i
f
f
e
r
e
n
t

s
t
r
e
s
s
 
p
a
t
t
e
r
n
s
:

a
)
 
W
e
r
 
k
o
m
m
t
?

b
) c
)
 
W
o
 
i
s
t
 
d
e
r
 
W
i
r
t
?

d
)
 
W
o
 
i
s
t
 
d
i
e
 
W
i
r
t
s
f
r
a
u
?

a
)
 
K
o
m
m
s
t
 
d
u
?

b
)
 
S
t
i
m
m
t
 
d
a
s
?

c
)
 
I
s
t
 
d
a
s
 
d
e
r
 
W
i
r
t
?

d
)
 
I
s
t
 
d
a
s
 
d
i
e
 
W
i
r
t
s
f
r
a
u
?

E
r
 
k
o
m
m
t
?

2
)
 
T
h
r
e
e
 
d
i
f
f
e
r
e
n
t

s
t
r
e
s
s
 
p
a
t
t
e
r
n
s
:

a
)
 
W
e
r
 
w
e
i
e
 
d
a
s
?

a
)
 
W
e
i
B
t
 
d
u
 
d
a
s
?

b
)
 
W
e
r
 
b
e
z
a
h
l
t
 
h
e
u
t
'
?

b
)
 
B
e
z
a
h
l
t
 
e
r
 
h
e
u
t
'
?

c
)
 
W
o
 
i
s
t
 
e
i
n
 
g
u
t
e
r
 
W
i
r
t
?

c
)
 
I
s
t
 
d
a
s
 
e
i
n
 
g
u
t
e
r
 
W
i
r
t
?

d
)
 
W
o
 
i
s
t
 
e
i
n
e
 
g
u
t
e
 
W
i
r
t
s
f
r
a
u
?

d
)
 
I
s
t
 
d
a
m
 
e
i
n
e
 
g
u
t
e
 
W
i
r
t
s
f
r
a
u
?

E
r
 
k
o
m
m
t
 
m
o
r
g
e
n
l

3
)
 
F
o
u
r
 
d
i
f
f
e
r
e
n
t

s
t
r
e
s
s
 
p
a
t
t
e
r
n
s
:

W
e
r
 
b
e
z
a
h
l
t
 
h
e
u
t
e
 
d
a
s
 
B
i
e
r
?

B
e
z
a
h
l
t
 
e
r
 
h
e
u
t
e
 
d
a
s
 
B
i
e
r
?

I
I
.
 
W
i
t
h
o
u
t
 
s
t
r
e
s
s
 
p
l
a
c
e
m
e
n
t
 
m
a
r
k
e
d
o
n
 
i
n
f
o
r
m
a
n
t
'
s
 
h
a
n
d
o
u
t

A
s
s
e
r
t
i
v
e
 
Q
u
e
s
t
i
o
n
s

Y
e
s
 
N
o
 
Q
u
e
s
t
i
o
n
s

1
)
 
F
i
n
a
l
 
w
o
r
d
 
e
n
d
i
n
g

i
n
 
v
o
i
c
e
d
 
C
.

D
u
 
g
e
h
s
t
 
s
c
h
o
n
 
h
e
l
m
?

2
)
 
F
i
n
a
l
 
w
o
r
d
 
e
n
d
i
n
g

i
n
 
v
o
i
c
e
l
e
s
s
 
C
:

D
u
 
g
e
h
s
t
 
s
c
h
o
n
 
f
o
r
t
?

I
m
p
e
r
a
t
i
v
e
s

G
e
h
s
t
 
d
u
 
s
c
h
o
n
 
h
e
l
m
?

D
u
 
g
e
h
s
t
 
j
e
t
z
t
 
h
e
l
m
!

G
e
h
 
j
e
t
z
t
 
h
e
l
m
!

G
e
h
s
t
 
d
u
 
s
c
h
o
n
 
f
o
r
t
?

D
u
 
g
e
h
s
t
 
j
e
t
z
t
 
f
o
r
t
!

G
e
h
 
j
e
t
z
t
 
f
o
r
t
:



M
a
p
 
o
f
 
t
h
e
 
P
a
l
a
t
i
n
a
t
e
,
 
p
r
e
p
a
r
e
d
 
b
y
 
t
h
e
 
P
f
a
l
z
i
s
c
h
e
 
W
r
t
e
r
b
u
c
h
k
a
n
z
l
e
i
,
 
K
a
i
s
e
r
s
l
a
u
t
e
r
n



39. Catherine Garvey, Johns Hopkins University

THE STRUCTURE OF A CONVERSATION TYPE

One of the most interesting characteristics of conversation (and

one that has hampered its analysis) is the emergent property of both

form and content. An approach to the study of the structure of con-

versation is made through the analysis of a single functionally defined

type of dyadic communication which was observed in three similar tasks.

The exchange between two participants is the basic unit of analysis and

one which reflects the dynamic quality of conversation. Units of in-

creasing complexity are isolated, and the lower order units are classi-

fied according to behavioral type, structural interaction type and con-

tent type. The chunk, a higher order unit exhibiting a major, unifying

theme, serves as the context for distributional statements of the lower-

order unit types. An index of interrater reliability (r = .93) supports

these preliminary analytical operations, which are illustrated by ex-

amples from child and adult conversations. One of the more striking

characteristics of adult conversations (as contrasted with children's

conversations) is the distribution and frequency of structural units

containing signals of message reception and/or message evaluation.

The chunk may be viewed as a paragraph constructed in the dyadic

interaction. That adult participants in the communication fail only

rarely to agree on when a chunk begins or ends suggests that speakers

share complex sets of rules relating to establishing, maintaining and

terminating the theme of a chunk. The means which speakers employ to

establish chunk themes are a class of phenomena serving the function of

'motivated topicalization' and will include many of the features noted

by Halliday in his discussion of information focus. Members of this

class are, however, in part selected by the specific nature of the task

(or goal of the conversation) even though showing considerable con-

sistency for an individual speaker within a single task.

[83]



HANDOUT

The Structure of a Conversation Type

'Convergent communication' is a type of dyadic conversation in which
1) an explicit goal is pursued by
2) an exchange of information provided by
3) overt, verbal cooperation on the part of the participants. The communications
examined have in common the distinction of a 'knower' and a 'doer' function.

Examples of the units, event and glhanat:
1

5) what do I do when I get to
the intersection?#

you take a left# 1

7) okay -- a left# then
going north#

9) rijht#

) yeah #J so you go north until
you hit the beltway#

Example of the unit of content, the chunk: (The symbol [//) indicates

chunk boundaries.)

Knower Doer

3) it's a hat with a feather# 4) they've all got feathers#

5) it's a hat/ // 6) do the things on the feathers the
hairy things sticking out go all
the way down?#

7) right# // 8) okay now there's stripes around
the bottom of the hat#

9) right# 10) now are the stripes alternately
black and white or are they just
lines

12) just lines/

14) does the feather go all the
way down?#

11) they're just lines#

13) just lines# //

1Events are numbered sequentially throughout a communication. Symbols used

are [t], question (so marked intonationally, syntactically or lexically); [4),

major pause or sentence final intonation; L--), minor pause or unfilled hesitation;
[/), interrupted utterance; no sentence punctuation is used. Classification of

events by behavioral type and content type and of exchanges by structural relation-

ship type is described in C. Garvey and T. L. Baldwin, Studies in Convergent

Communication: .1. Analysis of Verbal Interaction. Baltimore: Report No. 83,

Center for Social Organization of Schools, The Johns Hopkins University, 1970.
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Example of an exchange group (exchanges 12-13 and 13-14) in an embedded
exchange sequence (exchanges 12-13 through 15-16):

Knower Doer

//

9) okay you're on the street
where the truck is#

11) okay take that until you hit the
next intersection and following
that intersection up -- take the
curved part rather than the
straight part#

13) uh huh#

15) right above the trees#

17) take the curved section#

19) all right# // now when you
get off the curved section#
I want you to take the road
that goes straight up to the
flag#

[85]

10) okay#

12) okay this intersection that I'm
at -- this the intersection right
above the trees7/

14) or next to the Gino's7#

16) okay -- fine# so I take the
curved/

18) okay#



40. Archibald A. Hill, University of Texas at Austin

A THEORY OF SPEECH ERRORS

The most recent treatment of slips of the tongue is that of D.B. Fry

in Brno Studies in English (1969). Fry is clearly right in maintaining

that errors throw light on internal processes, but his view that spoon-

erisms merely show mistakes in selecting and arranging sounds is ques-

tionable. A general typology of errors should recognize at least three

types; wrung words, such as goldsmith for goldfinch, blends and spoon-

erisms such as sagic for sad and tragic and snovelling show for shovel-

ling snow, and skips such as Posties for Post Toasties. All three types

of error suggest a central message center, in which the nervous system

assembles an internal utterance which is perfected before being articu-

lated. The instances of wrong words occur when the nervous system is

making a word-search in response to some stimulus internal or external,

immediate or distant. The word-search process would seem to make use of

the kinds of word-characteristics investigated by Roger Brown in his

tip-of-the-tongue experiments, and responses to stimuli can continue

occurring at any time. When they occur during the utterance of an

internal message, they result in blends, simple as in sagic or multiple

as in spoonerisms, where the intrusive stimulus blends with two forms

from the proper message. Skips are like eye-skips in copying, and are

good evidence of the prior existence of the internal message. Finally

one can agree with Fry that spoonerisms show the reality of sounds,

though they are abstracted from words by the nervous system, not the

building blocks the system uses to build up words.

(86]



41. Joseph L. Malone, Barnard College and Columbia University

THE ISOLATION OF "SCHEMATISIERUNG": A SERVICE OF LINGUISTICS TO PHILOLOGY

Linguistic interpretation of dead language texts is frequently

beset, especially in the case of religious and other culture-valued

literature, by the problem of separating bona fide linguistic character-

istics from pseudo-linguistic stylizations and normalizations ("Schemati-

sierung") at the hands of redactors and scribes. This is an area where

linguistics is particularly equipped to be of service to thilology, a

service which has every prospect of growing in scope anJ accuracy as our

criteria for recognizing linguistic universals become more sophisticated.

This paper utilizes Aramaic texts of the Onkelos and Jonathan targums to

exemplify two diametrical cases of such application of linguistic theory:

(1) The isolation of pseudo- Aramaic vowel lengthening, attributable to

stylizing on the basis of Hebrew. (2) The vindication of certain vowel

alternations as bona fide Aramaic, through they have traditionally been

viewed as Hebraicizing. The chief linguistic criteria employed involve

the critical study of rule environment (1) and rule ordering (2).



HANDOUT

The Isolation of "Schematisterungur A Service of Linguistics to Philology

(A)
Orthographic
transcription

1) <yiT:nih>
'let him
give it'
(4 23:9)

2) <D:barranWl>
'you led us
away'(E 14:11)

41 0:blriytuwn>
'he Ted them
away' (432:23)

5) <yil:OPiytuwn>
'he'll put them
on (E 29:30)

8) </Eplarnr>
'we said'
(13 26:28)

TABLE 1

(B) (C)

Prima facie Phonetic norm
phonetic interpr. for' OJA

[yittanfh] (yittani0)

(devarCinT)

(davirinnin)

[yiltiVinnin]

Plarni0

(D)
Select comparative
Aram.speotrum in support

of(B)
Syr.CnettalEh)

BA var. [yittalinnik]

[davartinli] Syr.idavartib)

IIdavarinnifn)

Idabir+inntInli

t(yilbLlinnin]

Dyilbil+inn&O

[Pamir:IWO

(92mirnT)

tSyr. [Taddiriyn]

IlTaddir+iyne
'help me!'

None

)Capitals denote letters with dagesh (mark of occlusion/gemination):
PO denotes orthographic

)References are to A. Berliner's ed. (1884) of Sabbioneta's
Targum Onkelos (1557).

TABLE 2

1)

2)

3)

4)

5)

6)

7)

8)

(A) (B) <--SCHEMATISIERUNG<.-(C)
OJA phon.interp. OJA ortho.
(nbn-Ischematit4d)(schematlsed1)

(yitten-ih] <yiT:n-ih>

Idevar-tipin <Dtbari_TEnT/>

(1138ac-tinil <howdaTt..Tkniy>
'you informed
me' (E 33112)

CdevAr-inndnj <dibiriytuwn>

tyilbli-inninl <yilehig-iyXuwn>

(gsair.48) <giskr-at>
'she cut'
(E 4120

tnefici.48) <nlplev.iyt>
'I came forth'
(P. 22:32)

(11mArnV) <lister:49>

Hebrew
orthography

<-- <yiT:n-D>

< --
<D:bers-Anuw>
<howdaTt-Tkniy>(h38ac-tinr)

(D)
Heb.phonetio
interp.

fyittan-Eh)

A ...,
[clever-tar:1,J

fftwdaT-tin))

idevIr-iM)

(yilb11-#s]

tgfsir.-4)

InIfil-t11

irAke

(Unlike Syriac

<-.6 <D1bEr-Tm>

<-.. <yiltOKI-em>

Vnlika <(Isjr -Eh>

(Vn)like<apite.Tiy>
'I broke'

< -- eimarmuv>



If a > W is hypothesised as being the result of a bona fide linguistic
process in OJA, an unnatural pasticcio of morphological conditions
must be posited to supplement the phonological conditions. On the
other hand, the morphophonological distrbution makes goods linguistic
sense in terms of the formal-functionally closely related Hebrew forms.
Therefore Hebraiciting Schematisierung is posited, a hypothesis
supported by the extra-linguistic evidence.

TABLE 3

OJA

+low > fravit]

-low > [golfm]

Hebrew

+low -leng > (11.6(41]
'he desired'

+low +leng >
,

la) OrcVft# > -leng
'he was
angry'(258)

lb) Qf81imO > +long
'it ended'
(258)

.
>

ati3ffs0 >

2a) itaciabbill
you receive'

--> [tagabbd1] Otegabbfli --> (tectabbil]

(271)

2b) Btaarkl) --> (tOtErf(13 itefTrical --> (tof3r1q]
11,ou unload'
(271)

3a) tismgxli - -> (ttsm6x) Ottsmdx0 --> (ttsm6x)
/you support'
(270)

3b) itifr6q0
you redeem'

...> (ttfri
A 1mi Ittfrda --> (tifeig]

(270)

4a) PoN181
itake/1

--> ('aha) 0941101 --> [94110

(300)

4b) 1/4411
loAtt,

--) Peleat) (196410 --> Pub)

(55)

*)Page references are to O. Delman, Grammatik des Adtsch-Q96ttnlscheq
AramlisOh.

If OJA pausal lengthening is hypothesized as being the result of direct
Hebraioiting Schematisierung, appeal must be made to an attendant
remorphophonemicitation (rule reordering) at the hands of the
schematiters. But such a revamping could have no effect but tomake
the resulting forms all like their putative Hebrew models. Moreover,
it is likely that such an operation would have been beyond the
competence of the schomatisers in the first place. Therefore pausal
lengthening is Posited to be a bona fide (if residual) OJA development,
* hypothesis which has both Philological ard comparative linguistic
support.



42. Hsin-I Hsieh, University of Detroit and University of California at

Berkeley

SUBCATEGORIAL DIFFUSION

It is assumed in the theory of lexical diffusion that sound changes

proceed gradually, a few lexical items being changed at a time. In a

'subcategorial diffusion' these lexical items form a subcategory or

subcategories of the phonological category A undergoing the change A B,

but in a 'non-subcategorial diffusion' these lexical items do not form a

subcategory or subcategories.

A lexical diffusion consists of three periods: inception, progres-

sion and termination. Each of these periods may involve either sub-

categorial or non-subcategorial diffusion. Generally, non-subcategorial

diffusion will create a certain degree of irregularity in a change but

subcategorial diffusion will lead to changes that are regular in the

sense that the conditions for change can be stated roughly or strictly

in terms of the subcategories of the phonological category subject to

change. Sound changes from Chinean will be used to illustrate these two

types of lexical diffusion.
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43. David DeCamp, University of Texas at Austin

HYPERCORRECTION AND RULE GENERALIZATION

Hypercorrection (or hyperurbanism) is a sociolinguistic term, i.e.

it refers to the social function of certain linguistic phenomena, not

to those phenomena themselves. It is impossible to determine whether

hypercorrection has taken place unless we know the status of the speaker's

dialect relative to the accepted standard of the community. Rule gener-

alization, on the other hand, is a linguistic term, the linguistic aspect

of hypercorrection.

Sociolinguistic theory relates linguistic phenomena to social con-

texts. It thus makes certain empirical claims, to be validated by both

linguists and sociologists. This paper examines one such claim: All

hypercorrection is a function of rule generalization. The converse,

however, does not hold. Examples from English, Creole, Polish, and

Chinese validate these claims.
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44. Theo Vennemann, University of California at Los Angeles

RECONSTRUCTION OF PHONEMES VS. RECONSTRUCTION OF RULES: ON VOWEL

LENGTH IN GOTHIC

The traditional goal of the neogrammatically or structuralistically

oriented philologist working in historical phonology has been the recon-

struction of phonemic systems, i.e. in:.-ntories of phonemes plus con-

straints on their patterning (lexicon). Transformational generative

grammar (Morris Halle), by contrast, teaches that linguistic recon-

struction has to be reconstruction of grammars. Specifically, the

historical phonologist has to reconstruct the morpheme-structure con-

straints (lexicon) and the phonological component (the system of ordered

morphophonemic and phonetic rules) of (a stage of) a language not spoken

any more.

I show in this paper that this difference in historico-linguistic

orientation involves more than a terminological quarrel but can lead to

factually different claims about the reconstructed languages. My example

is the old problem of vowel length in Gothic. The neogrammarians had

posited a length contrast. Certain structuralists (:. Marchand, 0. Jones,

E. Hemp, W. Bennett, and also R. Buckalew who followed them in this

matter) correctly pointed out that no evidence other than etymological

had been given for this assumption. Since the Assumption could not be

proved on the basis of the orthography alone, they, therefore, rejected

it and reconstructed a Gothic vowel inventory without a length contrast,

this being the "simplest" inventory agreeable with the orthographic data

which had to be adopted for reasons of "logic" and "consistency".

I show that, while simplifying the "phonemic" deacripcion of Gothic,

the assumption that vowel length had been given up entails great compli-

cations for the grammar of Gothic, specifically with regard to the

following rules: Lowering before /r h hW /, Sievers' Rule, the Ablaut

rules, Loss of nasal before /h/, and Monophthongieation. No evidence

has ever been produced for these complications. Therefore, the elate

192)



that vowel length had been given up in Gothic must be rejected from a

transformational-generative point of view.

The two approaches lead to radically different vowel inventories

and are thus incompatible.

I show further that my grammar-oriented description of Gothic vowels

accounts for fundamental regularities which in the phoneme-oriented

approach cannot be handled (and have, in fact, never been handled). The

former is, therefore, the superior description and supports the trans-

formational-generative approach to linguistic reconstruction.

It also follows from my analysis that Gothic was, phonologically,

a more conservative language than the structuralists would have us

believe.
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HANDOUT

Reconstruction of Phonemes vs. Reconstruction of Rules:

On Vowel Length in Gothic

(1) Gothic vowel graphemes (transliterated):

- back + back High monophthong or
falling diphthong:

iu

(Some scholars also claim diph-
thongal values for some ai, au.)

- round + round

+high i u

-high

.

ai e a au o

(2) Traditional

short

interpretation:

lost In addition:

i i u u ei 5 u

i e 5 o

ai OR a ai

au OR 5 au

t ai a a D an a a iu iu

E.g.: (a) Wolfgang Krause, Handbuch des Gotischen, 3rd ed., Munich 1968.

(b) Wilhelm Braune, Gotische Grammatik, 17th ed. by Ernst A. Ebbing-
haus, TUbingen 196.

(3) No vowel length in Gothic:

(a) James W. Marchand, "Vowel length in Gothic," General Linguistics 1
(1955), 79 - 88. -- Review of Manuel de is longue gotique, 2nd ed.,
by Fernand Moist, Language 33 (1957), 231 - 240.

(b) Erie P. Hamp,"Oothic ai and au again," Language 34 (19A), 359 - 363.

(c) Oscar F. Jones, "Gothic iu," Language A(1958), 353 - 358. "The
case for a long u-phoneme in Wulfilian Gothic," Orbis 14 (1965), 393 - 405.

(d) William H. Bennett, "The phonemic status of Gothic V Pt I," 'Amy 21
(1959), 427 - 429.

Generative grammarians adopting position (3) uncritically and trying, un-
successfully, to accommodate it in a rule grammar of Gothic:

(a) Ronald E. Buckalew, A generative grammar of Gothic morphology (Dies.
Univ. of Illinois, 196"), Art Arbor, Michigan, University Microfilms.

(b) Wolfgang 011rich Wurzel, "Skint des gotischen Vokaligaus," unp011ished

(h)
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MS, Arbeitestelle Strukturelle Grammatik, Akademie der Wissenschaften,
Berlin 1968.

(5) Marchand's (tentative) system: /i I e c a o o u/. Arranged by Hamp:

alternative arrangement, considered by Hamp

but rejected:

e o
el i u u

E 0 i I o

a
e e a au

at e Et a

(6) Hamp's phonemic system: Hamp's phonetic system ("possible"):

ei i U iu (ii) Nu)

u u (x) (v)

e e o o (e) (o)

a1 t o au
(t(e))

(s) (0(°))

a a

(7) All scholars agree that i and ei represent different phonemes: 1 (- 7), el (+ F),

Corresponds to Pam. /1/ : /r /.^ Ablaut differences correlated with it:

veil)* : gralp BUT mita : mat, ete.

(8) bia band BUT balra bar steiga : atigana BUT I:eiha : i'alhans

leiDa :

(9) 1 '-'Jr ai 6/9 BUT ei "kg 4.(i

I (10)

. back
+ (+ low) / (segments lov relative to i: r h

-F

(11) bind* bundum bundans BUT vairpa: vaurpua vaurpans

:Ana : nuaans BUT bairn baurans

-biuda -bud= :-budans BUT tiuha : tauhus : tauhans

No examples with i; exist.

(12) Foreign yards: aurkje, Lat. urceus: Baur, Lat. Sums; paurpaurai, paurpurai,

paurpurodal, Lat. purpura.

(13) Unstressed 1, u do not lover: nib, -uh, fidur: Foreignspaikulatur.

ur in urreisan, urrallian, urrists, ur rigiaa is /u2/ changed by a sandhi

rule 2 4 r / fr. Sandhi rules apply after vord level rules.

(14) Words vith /a/ or /a/ (a) in P014.:

(a) POMO. gi/: Gothic brubta (brukjan), skura.
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(b) PGmc. /uN/1 Gothic biuhts, biuhti, uhtiugs, uhtvo.

(c) PGmc. and Gothic /uN/: i)uhta, - bunts, 1)uhtus qugkjan1; huhrus
(huggrjan); juhiza (juggs).

(15) (a) -budans, baurans, tauhans: (- F).

(b) fuls, skura, OW°, Inilta: 1+ F).

[

(16) Lovering Rule: V
+ high 4 (+ low) / (segments lov relative to

F
+ stress

high vovels: r h 0)
-

(17) briggan : brahta, gaggcn. : gahts, pagkjan : -pahts. Minimal assumption:

a and u parallel; otherwise an additional merger rule (for (- F1 a and 1+ F)
*.%

. a) ce: a complicatation of (18) you'd have to be proved.
a+

L(18)

Nasal loss vith compensatory vovel change: V (+ nasal) h v> ( 1 2
1 2 3 + Fil 0 '

3

(19) The feature F in the extreme vovels of Gothic:

(20) F

(- F) (4 Fl reconstruction status

i r undebated beceuse graphically and phonologically
reflected

u 11 debated but proved because phonologically reflected

a i debated and not phonologically reflected; but an
assumption to the contrary requires a complication
of the grammar of Gothic for vhich there is no
evidence

i

E 3
a

(21) (a) /draqk+y+id/ -dragke*, cf. !koalal.

/kaii+y+id/ kanne4, cf. kannja.

(b) /-0110+y+id/ wield, cf. Rasleifjands.

/-lrloy+id/ sildaleike+, cf. sildaleikjands.

(c) /brilk+yiid/ bruke*, cf. brukjam. Cf. the unlovered u in bruhta.

(4) Ivinty+id/ veneid, cf. wenja.

/sOk+y+id/ poke*, cf. aokjands.

(e) /bid+y+id/ bidjit, cf. bidjan.

Aus.y.id/ hugjq, cf. hugjaip.

(f) /ste+y416/ 001,10, cf. stoja.

V
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(22) Evidence for F

Phonological
representation

es Length:

Analysis by uni-
versal principle

Change by
rule (23)

Phonetic representation,
with univ. principle

/draoky10/ drag -kyle drao-kii0 (dragkr8) (21a)

/kaayi0/ ken -nyiS kan-nice ()cane)

/-slreyi0/ -slii-Oyi0 -slii-Oii0 (-sliOi0J (21b)

fbrayi0/ bruu -kyle bruu-kii0 (brilki0) (21c)

hanyi0/ wee-nyie vee -niie (Mare) (21d)

/sOkyiS/ soo-kyie 800-kin (sThtie )

/bidy10/ bid-yi8 (bitijiej (21e)

/hugyi8/ hug-y10 ihuyji01

/ stogie/ stoo-yi0 (stogie) (210

(23) Sievers' Law in Gothic: - cons

{

V
+ high 4 (+ vocj / SC Ehighl
. back -back

Note that lOyi does not occur either, while /Cwu, or feu, does.

(24) Polysyllables: /mikil+y+id/ mikileid, cf. mikiljada; /rikvis+y+id/ rigiteil).

/mikiSlyid/ /rik
w
i
$
'yid/

(25) Neuter Iknoune and masculine n -stem nouns never show II4 ei :

reiklis, kunttlis, headline. Small classes with analogical leveling. The

large classes permit no exceptions to rule (23).

(26) Explanation: Rule {y v} 4 (+ cons), i.e. (j v). Additional evidence

from syllable division (although the MSS are, of course, of a later period):

vi -Ira, fa-dreinais BUT !tarn -yin, arb-je, hnask-jaim; vauret-wa, ussugg-w4.

(27) If Mac. /ay av /, Gothic spelling at, au, .:ere monophthongs in Gothic, these

monophthongs were (+ F), i.e. /i 3/ staineij, cf. stainjam; hauseie, cf.

hauslands.

(28) Evidence from ablaut rules; here not presented.

(29) (t o) in (+ Foreign] words: There phonemic, It o/. Gainneearaill, Pauntius,

apaustauius.

(30) (t *I in ( - Foreign) words not phonemic. Occur only before In h hv/, where

they are simply /i u/1 end in redvplicative prefixes:

(t) before /r h hv/ (al before other consonants and V

igalorairo) (-Irt+rO6) afskaiskaid 1-skutote)

halhait tht.hiti &ai&rot (10+gr;t1

gVailiion (hvt+hvap) afaialk (-Estk)

(971



However, these (c)se are not phonemic either. They are conditioned ty

their occurrek,e in reduplicative prefixes, and reduplication is itself

predictable from lexical ((.4 Strong Verb)) and syntactic information

present in the grammar independently of the question of reduplication,

and "any item which is completely conditioned or PREDICTABLE is non-

phonemic" (Marchand quoting K.L.Pike).

(31) Systematic phonemic vowels of Gothic:

(- F), i.e. short (+ F], i.e. long

G*

e

a E* i* 5*

For (+ Foreign words add /c o ti a/. * Or /iv ay av aN/.

(32) Systematic phonetic vowels of Sothic:

(- F], i.e. short 1+ F], i.e. long

i u 1.1

;

C a 3 I i 3

For (+ Foreign) verde add (U) and (U). Or (iv).

(33) The graphesic represeuations of the systematic phonetic vowels of Gothic:

(- F), i.e. short (4. F), i.e. 191A

ei iu u

e o

ai a au ai a au

For (+ Foreign) words add v (for both (U) and (U)).
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45. Johanna Nichols, University of California at Berkeley

THE INTERNAL SYNTAX OF URALIC INFLECTED NOUNS

The Uralic languages present discrepancies in the ordering of noun

inflectional suffixes: in some languages the case suffix precedes the

possessive suffix, in others the opposite order prevails, and in many

both orders occur depending on the case used. The word-final position

of several case suffixes reflects their recent development from post-

positions. Of the remaining word-final case suffixes, the positions of

all but the external local series are due to either semantic or phono-

logical regularization. The form of regularization found in the Permian

languages shows that word-final position was not originally limited to the

external locals, however. Reconstruction of case suffixes preceding

possessive suffixes in Proto-Uralic is indicated by comparison of the

Baltic Finnic, Lapp, and Samoyed systems. An overall reordering of suf-

fixes occurred in the Ugric languages, motivated either by semantic con-

siderations or by the influence of neighboring Turkic languages. Iso-

glosses can be drawn to show the westward spread of this order switch,

a tendency which weakened and became centered on the external locals as

it spread. The ordering innovation must have occurred in Proto-Ugric

between the dates of the split of Uralic into Samoyed and Finno-Ugric

(ca. 3000 BC) and the departure of the ancestors of the Hungarians (ca.

200 AD).
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HANDOUT

The Internal Syntax of Uralic Inflected Nouns

I. THE URALIC LANGUAGES LIC

FINNS URIC

BAIRIC NNIC

Finnish, Estonian,
Livonian, Karelian,
Olonets, Ludic, Votio,
Vopsan, etc.

IC

Hucgaan '\)b-Ugrio

Yurak Selkup
Tavgi Kamaseian
Yenisei

IAN Vogul Ostyak

Votyak Irian

VOLOAIC Per7iiak I omi

Mord i1n Cheremis

P
4/P\E

II. SCHEMATIC MAP

Lapp

Baltio
Fihnio

Yurak

Komi

Permiak

Votyak

Ostyak

Vogul

(Hungarian

Tavgi

Yenisei

Selkup

1 All cases final

Oheremis 2 Skternal local and others final

3 Only external locals final

(Mordvins\.
4 Only allative final)



III. Case terminology

Grammatical, Nominative,

Semi- Essive
Partitive
Translative

General local, Locative
Separative
Lative

Internal local, lnessive

Illative

External lolal, Adessive
Ablative
Allative

Upper local,

Others,

Genitive, Aoousative, Dative

'as'

'amount, number) of'
turn) into'

'in, on, at'
'from, out of
'to, toward'

'in'

'out of
'into'

'on, at'
'away from'
'to'

'on top of
'off from'
'onto the top of
'along, via'
'up to the top of

'away from' (direotion)
'along, through'
'toward' (direction)
'up to'
'than'
'except'
'without'
'with, by means of
'together with and'
'for, beoause of
'acoording to, following, along'
a general (outer) locative

Superessive
Sublative
Superlative
Perlative
Superterminative

Egressive
Prolative
Approximative
Terminative
Comparative
Preclusive
Abeesive
Instrumental
Comitative
Causative
Prooessive
Circumstantial

IV. Examples (Case suffixes are underlined)

Cheremis kid-em-ldn 'to my hand' allative
kid-sgk-em 'into my hand' illative

Votyak murte-d-lie 'from your husband' ablative
ginmy-64 lx-m 'from my eye' elative

Komi ,'from your hand' elative
'from your son' ablative

oabbai-dtm-gmim 'with my sisters' comitative plural
viva -ina-m 'with my son -in -law' comitative singular

Yurak jamga-d 'from the sea' separative
jamga-Raa-d 'from the two seas' separative dual

Lapp

[101]



VII. CASE SUFFIX ss OF PERMIAN AND VULCAN LANOUAOSS (PARTIAL LIST)

Mordvin Cheremie Walk Permiak Komi

Internal 122.11

Inessive

Slative

Illative

SO

oto

este yn

keo(en) yi

el(ke) ea
Eft_ ernal looal

Adessive len

Ablative do,to (leo) lee
/ if

Allative nenlndi lan li

Upper looal

Superessive

Sublative

Superlative

Perlative

Superterminative

Other

Zgpessive

Prolative va,ga,ka

Approxisative

Terminative

Preolusive

Abessive (v)tomo

Instrumental

Comitative

Causal

Proceasive

to

en

ke

yn

is

e

ven

vie

Ve

(v)vyn

(v)vis,

(v)ve

(v)vet,

vvell

y4en san

yki,yti et

Lae van

oi, 05 es

sa

tek ag
en, yn en

ket

fa

= oase following possessive suffix
dialedtal fluotuation in position

yn

ye

len

tef

en

#?4,1911 (Other Baltio

it
Finnio *ka)

Finnish Proto
oognate Baltic)

Finnio

sea *ena

eta *eta

seen, *son
hVn

lla *lna

lta *lta

lie' *len

(tie') *ttak

VIII. UORIC POSTPOSITIONS (fossilized oase suffix underlined)

Ostyak luw xos-a-el 'to him' lative

Vogul num-t-em 'above me' locative

Hungarian mellett-em 'beside me' unproductive looative

well 'chest' of. well -em-en 'on my cheat' auperessive
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V. ORDERING OF SUFFIXES (AFTat NOUN SPE%)

a. Possessive + Cases Ugrio family

b. Case + Possessives Finnish; Mordvin; Selkup, Tavgi, Yenisei Samoyed

o. Combination of a and bi

1222 Cheremia Votyak Komi Pe_ rmiak Yurak

a. Comit pl Gen Aoo Aoo Aoo Loo
Aoo All EltLoo EktLoo Lat

dualAll Adess Prol Egress Sep
Comit)( (Abl) Term Approx Prol
Abess Instr UpLoo

Caus Preol
Approx) Abess
Abessi Comit
Comit

b. (All IntLoo Transl IntLoo IntLoo (All
others) Ciro IntLoo Egress Prol others)

Egress Term
Prol Instr
Approx
Term
Abees
Instr
Proo

VI. SUFFIX ORDERS (PRIOR TO AGGLUTINATION OF POSTPOS1TIONS)

Case + Possessive Possessive + Case

Baltio Blnnio Ugrio
Lapp
Samoyed

Mordvin (Volgaio)

[1031
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46. Robert S. Kirsner, Columbia University

SOME REMARKS ON FOCUS, EXPLETIVE er, AND THE PSF"-OHOMOPHONY OF THE

DUTCH INDEFINITE ARTICLE

In his pioneering book Negatieve Zinnen (Hilversum, 1966), Albert

Kraak proposes that the Dutch indefinite article een be analyzed as the

surface reflex of two elements: a "true" indefinite article and a "cate-

gorial" article. Sentences such as (la) Er blaft een hond, 'there's a

dog barking,' refer only to specific entities and are accordingly viewed

as containing only indefinite een. Sentences such as (lb) Een hond blaft,

'a dog barks/is barking,' may be either specific or generic and are there-

fore considered homophonous, as potentially containing either een'.

Though Kraak's analysis describes the facts, it does not account for

them insightfully. The postulation of homonyms fails to explain why an

indefinite article and a categorial article should happen to be realized

as the same form. The crucial role of er in (la) is left unclucidated:

Kraak's programmatic suggestion that er derives from an existential

statement -- e.g. "there is a dog and it is barking" -- accounts neither

for such sentences as (2) Er gebeurde een ongeluk, 'an accident occurred,'

no for the non-generic interpretation of (lb).

A more adequate treatment of the various interpretations given een

is provided by a detailed consideration of the meaning of er and its use

both in referring to specific situations and in diminishing the degree

of focus normally accruing to the subject of the verb. Subjects intro-

duced by er are seen to lack the high focus usually associated with

emphasis, contrast, sudden appearance on the scene, or agency of an

action. Since it does not resort to homonyms, the present analysis is

able to capture the basic similarity of the generic interpretation of

(lb) to the definite interpretation of (3b) in such pairs as (3a) Er

gaan veel meisjes mee, 'many girls are going along,' and (3b) Veel

meisjes gaan mee, 'many of the girls are going along.'
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47. Terence H. Wilbur, University of California at Los Angeles

NOUN PHRASE COMPLEMENTATION AND THE ko-GENITIVE OF BASQUE

It is the purpose of this paper to investigate some aspects of

certain formal problems that arise in the generative study of noun

phrases in Basque containing a particularly troublesome surface case-

marker, the ko-genitive. Although this may seem to be a language-

specifiu problem, it casts light upon some similar problems in more

familiar language , such as English. The problem revolves around the

analysis of the contrasting phrases: atearen giltza 'they key of the

door,' ateko giltza 'the door-key'; etxearen nausia 'the master (owner)

of the house,' etxeko nausia 'the louse- master,' or better, 'the boss

here.' Traditional grammarians speak of a possessive/locative or

attributive/determinative or animate/inanimate contrast. None of these

soubriquets is really enlightening. traditional grammars overlook the

fact that ko regularly appears as a complementizer in specific instances

of noun phrase complementation. What is more, it is rather easy to

demonstrate that all ko-genitives must be derived from underlying struc-

tures that contain a marker for locative. Only one of the many locative

markers is not readily visible on the surface, the inessive postpositfon.

It must be demonstrated that -ko is really -n-ko. This requires phono-

logical and syntactic demonstration.

These facts require testing of some of the formal devices for the

treatment of noun phrase complementation in more recent literature. We

can take a second look, from an exotic point-of-view, at such English

sentences as: The rumor that he had won in the lottery was running about

town. and It is surprising that !-a didn't break his neck.
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HANDOUT

Noun Phrase Complementation and the ko-Genitive of Basque

EXAMPLES

1. a. atearen giltza 'the key of the door.'

b. ateko giltza 'the key of the door,"the key to the

door,' the

2. a. mendiko bidea 'the mountain road,' the road in the

mountains.,

b. menditikako bidea 'the road from the mountain.'

c. mendirako bidea 'the road to the mountain.'

d.*mendiaren bidea.

e, mendi-ko

f. mendi-tik-(a)ko -(e)tik, elative 'from.'

g. mendi-ra-ko -(e)ra(t) allative lto,towerd.,

3. cf. 1.b. and 2.a.

a. giltza atean da o. 'the key is in the door,'

b. bidea mendietan da. 'the road is in the mountains.'

4. a. Iaincoac guregana duen charitatea.'charitati quam

habet Deus in noble.' John's First Epistle 4, 16.

b. Iatncoaren gureganaco charitatea. 'Charitas Dei in

nobis.' John's First Epistle 4,9.

S. a. famak kurritu zuen din zela. 'The rumor was running

about that he had come,'

b. zelako famak kurritu zuen. 'The rumor that he

had come was running about.'

c. entxeatu da jatera 'lie tried to eat.'

d. ez dut utzi zure ikustera. 'I didn't let him see

you.'
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6. la-complementation

a.

b.

a

famak

7. ko-complementation

.

,din zel +ko fmak

8. ra-complementation
a.

kurr u z

cative

ze +la

(107J



c. V1V 4 VrV
9. ko-CompleM;ntation

cure ikusterako (aphailuak) '(The preparations) for seeing

you.'
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48. Elaine K. Ristinen, Bloomington, Indiana

A COMPARISON OF THE SUBJECTIVE AND OBJECTIVE CONJUGATIONS IN THE

SAMOYEDIC LANGUAGES

The ways in which the usage of the so-called "objective" and "sub-

jective" conjugations in the Samoyedic languages vary are illustrated

by a set of examples. Some inferences aro made about the historical

development of these forms. The discussion and examples should provide

those already familiar with a similar distinction in other Uralic lan-

guages (such as Hungarian) with useful material for comparison.
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49. Robert Underhill, Harvard University

TURKISH PARTICIPLES

Turkish has two relative clause constructions, the so-called "simple

participle" (mektebe giden oglan "the boy who goes to school") and

"relative participle" (oglantn gittigi metes "the school which the boy

goes to"). The conditions under which these constructions are used have

only been vaguely formulated, and for each traditional formulation there

is a traditional set of counterexamples. Solution of this problem re-

quires recognition of a number of phenomena which have not previously

been recognized for Turkish. These include the importance of definite-

ness, and the existence of a word-order transformation ("scrambling

rule") which applies at a higher level than scrambling rules are normally

thought to apply.
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HANDOUT

Turkish Participles

1. mekteb-e gid-en oglan
school go boy

-dat -part

2. oglan mekteb-e gid-er
boy school go

-dat -pres

3. oglan-in git-tig-i mektep
boy go school

-gen -part-3s

4. ogl-u mekteb-e gid-en adam
son school go man

-3s -dat -SP

'the boy who goes to school'

'the boy goes to school'

'the school which the boy goes to'

'the man whose son goes to school'

6. adam-in ogl-u mekteb-e gid-er 'the man's son goes to school'
man son school go

-gen -3s -dat -pres

6. *ogl-un-un mekteb-e git-tig-i adam (in the same sense as 4)
son school go man

-3s-gen -dat -OP -3s

7. oglan-in mekteb-in-e git-tig-i adam 'the man whose school the boy
boy school go man goes to'

-gen -3s-dat -0P-3s

S. oglan adam-in mekteb-in-e gid-er 'the boy goes to the man's school'
boy man school go

-gen -3s-dat -pres

9.*oglan mekteb-in-e gid-en adorn (in the same sense as 7)
boy school go man

-3s-dat -SP

10.dst-Un-de garap dur-an masa
top wine stand table

-3s-loc -SP

'the table that wine is 'standing
on'

masa -non Ust-1n-de 'at the top of the table * on
table top the table'

-gen -3s-loc

11. alt-in-dan su ak-an kapi
bottom water flow door

-3s-abl -SP

'the door that water i3 flowing
otit from under'

12. oda-sin -da bir lamba yan-an adam 'the man in whose room a light
MOM a light burn man is burning'

-3s-loc -SP

adam-in oda-sin-da
man room

-gen -3s-loc

'in the man's room'



13. (1st-lin-de garab-in dur-dug-u masa 'the table that the wine is
top wine stand table standing on'

-3s-loc -gen -0P-3s

14. alt-in-dan suy-un ak-tig-i kapi 'the door that the water is
bottom water flow door flowing out from under

- 3s-abl -gen -0P-3s

15. oda-sin-da lamba-nin yan-dig-i adam 'the man in whose room the
room light burn man light is burning'

- 3s-loc -gen -0P-3s

16. su kapi-nin alt-in-dan ak-iyor 'the water is flowing out
water door bottom flow from under the door'

-gen -3s-abl -prog

17. kapi-nin alt-in-dan su ak-iyor 'water is flowing out from
under the door'

18. lamba adam-in oda-sin-da yan-iyor 'the light is burning in the
light man room burn man's room

-gen -3s-loc -prog

19, adam-inoda-sin-da bir lamba yan-iyor 'a light is burning in the
man's room'

20. adam suy-u oglan-a at-ti 'the man threw the water at the boy'
man water boy throw

-obj -dat -past

21. adam oglan-a su at-ti the man threw water at the boy'
man boy water threw

22. suy-u oglan-a bir adam at-ti 'a man threw the water at the boy'
water boy a man threw

23. oglan-a bir adam su at-ti 'a man threw water at the boy'
boy a man water threw

24. dana-lar bostan-a gir-iyor 'the calves are entering the garden'
calf garden enter

-pl -dat -prog

25. bostan-a dana-lar gir-iyor 'calves are entering the garden'
garden calves enter

26. (220) adam suyu oglana atti
adam oglana suyu atti
suyu adam oglana atti
suyu oglana adam atti
suyu adam atti oglana
suyu atti adam oglana
oglana adam suyu atti
oglana suyu adam atti
oglana atti adam suyu (etc.)

*atti adam suyu oglana
*atti suyu adam oglana (etc.)



27. oglan mektebe gider (cf.2).T4 mektebe giden oglan

adamin oglu mektebe gider (cf. 5) 4 oglu mektebe giden adam

masanin UstOnde garap duruyor (cf. 10)4 UstUnde garap duran masa

28. (* 25) bostan-a dana-lar gir-iyor 'calves are entering the garden'
garden calf enter

-dat -pl -prog

29. Adana -lar gir-en bostan (in the same sense as 30)
calf enter garden

-pl -SP

30. dana-lar-in gir-dig-i bostan
calf enter garden

-pl-gen -0P-3s

31. bostan-in dana-lar gir-iyor
garden in calf enter

-gen -3s-dat -p1 -prog

'the garden which calves are
entering'

32. A-in-e dana-lar gir-en bosta.i
in clef enter garden
-3s-dat -pl -SP

33. Ahmed-in gapka-si
A. hat

- -gen -3s

34. Ahmed-in gel-me-si
A. come

-gen -VN-3s

35. Ahmed-in gel-dig-i belli
A. come obvious

-gen -nom-3s

36. Ahmed-in gel-dig-i ev
A. come house

-gen -0P-3s

calves are entering into the
garden'

'the garden into which calves are
entering'

'Ahmet's hat'

'Ahmet's coming'

' {the fact of) Ahmet's coming in
obvious = it is obvious that
Ahmet came'

'the house that Ahmet came to'
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50. David Cohen, University of Texas at Austin

HINDI apnea: A PROBLEM OF REFERENT ASSIGNMENT

Traditional grammars of Hindi describe the conditions on the use of

apnea in the following way: all personal possessive pronouns must assume

the same form, apnea, when the subject and the possessor are the same

person and are in the same clause.

However, severe difficulties arise with this view in assigning a

referent to apnea, as the following sentences show:

(1) raam nee winood koo apnaa ghar saaf karnee kee liyee hukm diyaa
"Ram pst. Winod to his house clean making for order gave."
(Ram ordered Winod to clean his house.)

(2) ream nee winood koo apnee ghar meen deekhaa
"Rem pat. Winod to his house in saw."
(Ram saw Winod in his house.)

(3) ream nee winood koo apnea ghrr saaf karnee kee liyee maangaa
"Ram pet. Winod to his house clean making for asked for."
(Ram asked for Winod to ,lean his house.)

(4) ream nee winood koo apnaa ghar dikhaayaa
"Ram pat. Winod to his house showed."
(Ram showed Winod his house.)

In (1) and (2), apnaa may, in fact, refer to Winod as well as Rem. Sen-

tences (3) and (4), on the other hand, satisfy the traditional descrip-

tion. They are unambiguous: !Ewa may refer to the subject only, Ram.

In offering an explanation for these facts, and other related ones,

I viii show the following: 1) The traditional description for the treat-

ment of apnaa is inadequate; 2) Of the two competing views in current

linguistic theory, dealing with the problem of semantic interpretation

and what mechanisms are necessary to accomplish this, one is to be pre-

ferred on the basis of the data presented; 3) The evidence from Hindi

apnaa can offer insights into such diverse phenomena as presupposition,

and the nature of direct discourse.
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51. Edith A. Moravcsik, Stanford University

ON DISJUNCTIVE CONNECTIVES

Drawing from a sample of about 40 languages, data are presented con-

cerning the shape and distribution of disjunctive connective sets

(0R
1
...0R

2
..., such as English either...or...) in direct questions,

indirect questions, and declarative sentences. In addition to providing

cross-linguistic support to the observation that the absence of OR2

implies the absence of OR, in any of these three constructions, four

new generalizations are advanced, two concerning shape (the respective

shapes of OR2 across the three constructions and the respective shapes

of OR
I
and OR

2
) and two concerning distribution (about the deletability

of OR
I
and OR

2
in these constructions). These findings are briefly

compared with some data on the shape and distribution of conjunctive

connectivNI. The total results are considered within the broader con-

text of the problem: with what constructions do direct questions form

a universal natural class?
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HANDOUT

On Disjunctive Connectives

1.

non-interrogative constructions with (either)...or:

AMHARIC: (waytm) set waytm wend 'either woman or man'

ENGLISH: (either) John or Mary is coming

HUNGARIAN: (vagy) John vagy Mary jOn 'Either John or Mary is coming.'

JAPANESE: ano hito wa Igirisujin ka Amerikajin ka desu 'He is either

English or American.'

MANDARIN: Pige (hwb)shr hdngde hwbshr bdshr hdngde 'It is either red

or no red.'

2.a.

yes-no questions with either/whether...or:

ENGLISH: dependent question: I wonder whether he is coming or not

HUNGARIAN: independent questiol: vajon jOn vagy nem jUn 'Is he coming

or is he not coming?'

dependent question: kivdncsi vagyok, vajon jon %Au nem jOn

'I wonder whether he is coming or not coating.'

JAPANESE: independent question: Osaka desu ka, Kobe desu ka 'Is it

Osaka or Kobe?'

dependent question: Osaka desu ka, Kobe desu Ica wasuremashita

'I have forgocten whether it is Osaka or Kobe.'

MANDARIN: independent question: Oise hiAshahlishr hdngde hwbshr/hiishr

bdshr hdngde 'Is It red or not red?'

dependent question: 1,6 Au Rai jeige hwbshr/hiishr hdngde

hwbahr/hlishr bdshr hdngde 'I want to know whether it

is red or not red.'

2.b.

yes-no questions with ifiSii/Ogilltif...or:

MAW: independent question: malkam new wlytm ktfu 'Is he good or bad?'

dependent question: mAdragen %King alOmadragen alnOgrthts 'I am

not going to tell you whether I will do it or not.'

ENGLISH: independent question: is he good or bad?
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HUNGARIAN: independent question: Yin vagy nem jOn 'Is he coming or not

coming?'

dependent question: nem tudom, jon vagy nem jOn 'I do not

know whether he is coming or not.'

MANDARIN: independent question: jeige shr hdngde hwbshr/hdishr bdshr

hdngde 'Is it red or not red?'

dependent question: w; yeti gnu jeige shr hdngde hwbshr/hAishr

bdshr hdngde 'I want to know whether it is red or not

red.'

2.c.

yes-no questions with illS0t10A0140t..4t:

AMHARIC: independent question: malkam new ktfu "good is bad" 'Is he good

or bad?'

dependent question: madrag alamadragen alnagrthtm "doing-my

not-doing-my-object-marker I-will-not-tell-you" 'I will

not tell you whether I will do it or not.'

MANDARIN: independent question: jeige shr hdngde bdshr hdngde "it is

red not-is red" 'Is it red or not red?'

dependent question: w; yku jidiu jeige shr hdngde bdshr hdngde

"I want to-know it is red not-is red" 'I want to know

whether it is red or not.'

[WI



52. Bruce L. Pearson, University of California at Berkeley

LEXICAL INSERTION AND TRANSLATABILITY

In meaning-structure grammar (Chafe, Meaning and the Structure of

Language, 1970) the sentences of a language are viewed as derived from

semantic structure, the rules of which determine grammaticality. A se-

mantic structure may be regarded as a conceptualization of the world of

experience. Since different languages are capable of encoding the same

messages about the world of experience, a given semantic structure is

potentially capable of being mapped into the surface structure of any

language. But this potentiality is subject to the limitations inherent

in the available surface structures. Thus, while English has a single

verb stand, other languages (e.g. Spanish, Delaware) distinguish 'stand

from a sitting position' and 'stand from a reclining position'. Two

interpretations are possible. We could claim that English semantic

structure contains the same distinction even though it is not symbolized

explicitly in surface structure. This approach mould lead to a language-

universal semantic scheme--but at a cost of positing distinctions the

monolingual speaker may never require. The alternative is to maintAin

that verbs and their accompanying nouns are, in general, specified $1,,

to the point of lexical insertion by language-universal rules but that

the lexical items available in different languages frequently lead to

surface structures different enough in content to raise questions about

their mutual translatability. This approach, while less satisfying from

the standpoint of universality, seems more in keeping with the actual

facts.
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53. Guy Carden, Air Force Cambridge Research Laboratories

RULE ORDER AND SYNTACTIC IDIOLECT VARIATION

Studies of sentences involving the interaction of logical predi-

cates (quantifiers, conjunctions, and negatives) reveal a wide range of

dialects (or idiolects) that do not seem to correlate with any socio-

logical characteristics oC the informants. Investigating two examples,

we find that the observed variations can be accounted for by an analysis

in which the dialects differ in order of transformations. Three main

dialects appear:

Dialect A Dialect B Dialect C

Not-Transportation Tag-Question Not-Transportation

Tag-Question Not-Transportation Quantifier-Lowering

Quantifier-Lowering Quantifier.Lowering Tag-Question

One informant has a 4th dialect with order Quantifier-Levering, Tag-

Question, Not-Transportation; the analysis is supported whbn we find

independent evidence confirming that he has the unusual rule order

Quantifier-Lowering before Not-Transportation.

It is well known that linguists have difficulty finding a solid

argument shoving that one transformation is ordered before another; it

is reasonable to suppose that the language learner has the same problem.

In cases like those discussed here, it is likely that children will not

have any data indicating that one rule order is preferred to another,

so that they will tend to acquire these rules in random order. Thus

rule-order becomes a particularly plausible explanation for these ap-

parently-random dialect variations.



HANDOUT

Rule Order and Syntactic Idiolect Variation*

1. All the boys didn't leave.

Neg-Q Reading: tv((tixi the boys)(leave(x)))

ieg -V Reading: (t/x(the boys)(mi(leave(x)))

(la) Derivation for Neg-Q Readings

S

lest

(lb) Derivation for Neg-V Reading:

Au p4 LJAS

44

* Tree diagrams are much simplified and emit structure that is not relevant

to the points being discussed. For example, the appearance of NEO as

a feature on verbs and quantifiers does not represent a claim about the

underlying structure of negation.

(1201



Interaction of the Tag-Question Rule and Quantifier Lowering:

2. All the boys didn't leave, did they?

3, *All the boys didn't leave, didn't they?

Dialect I! (2) is unambiguously Neg-Q.

Dialect II: (2) has both Neg-Q and Neg-V readings.

Dialect I Dialect 1I

Tag-Q Quantifier-Lowering

Quantifier-Lowering Tag-Q

Interaction of the Tag-Question Rule and Not-Transportation:

L. You don't think Mary caught the train until 4 PM, do you?

(La) You think Mary caught the train.

A4.1

6116114 gal 4<<N

Dialect III: (14) is grammatical;

Dialect IV! (h) is starred.

Dialect III Dialect IV

Not-Transportation

Tag-Q

Tag-Q

Not-Transportation



Interaction of All Three Rules:

Data Set

Dialect (2) (4)

A Neg-Q OK

B Neg-Q *

C ambig. OK

D ambig. *

5. John doesn't think that all the boys will catch the train.

Neg-Q Reading: John thinks that not all the boys rill
catch the train.

Neg-V Readings John thinks that all the boys will miss
the train.

(5) ambig.

So

r 411

Tit 61, 4.4;11 till,
(5) Nej;41

Quantifier-Lowering Not-Transportation

Not-Transportation Quantifier - Lowering

(122)
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54. Susan H. Houston, Northwestern University

CONTINGENCY GRA1'1AR: INTRODUCTION TO A GENERAL THEORY OF COMPETENCE

AND PERFORMANCE

Traditional definitions of linguistic competence as "the speaker-

hearer's knowledge of his language", and performance as "the actual use

of language in concrete situations" (Chomsky, Aspects, p. 4)--assuming

in effect that all internalized linguistic knowledge belongs in com-

petence and that performance is limited to real language behavior--fail

to account for most important facts of inter- and intraspeaker language

variation. Among the items to be explained by a comprehensive, valid

competence/performance theory are: why speakers of different dialects

are usually mutually comprehensible but 'sound different'; what are the

differences between learning a second language and learning a second

dialect; on what levels of language universals appear; what adults ac-

quire, and what they fail to acquire, when learning a second language

(and why native speakers can often understand them anyway); and what is

the relationship between competence/performance cn the one hand and

deep/surface structure on the other.

In the paper I presented to last year's LSA I suggested that the

type of registral variation and rule optionality characterizing Southern

Child Black English, and the occasional similarity of its utterances to

those of General Shared English, can best be explained by postulating

another rule-governed level of language, on which both categorical and

contingent rules appear. The present paper extends and develops this

notion into a system I call Contingency Grammar, a general theory of

competence and performance in which language is seen as tri- rather

than bipartite, and in which such currently puzzling facts about lan-

guage acquisition, comprehension and variation as those indicated above

can be systematically explained. The system provides for several types

of quantificationally described variable rules, and demonstrates the

precise tie-ups between these rules and actual phonation.

[1241



HANDOUT

Outline of Contingency Grammar:

An explanatory linguistic model

1. Competence

input -? (concept selection system)
output -- "surface structure", syntactically bracketed phonetic strings

of Genera) Shared English, including prosody, stress cycle rules, most
word-level phonology, all shared syntax.

NOTES

All Competence rules are categorical.
All Competence rules are general.

2. SP-I

input--output of above
output--"surface structure" or regular phonological, syntactic and

lexical variants of above, including prosody, stress reassignment, etc.

NOTES

Rules on this level may he categorical or contingent; most are the latter.
SP-I includes general, local and individual rules.
The output of this level is called Systematic Performance.

3. SP-II

input--output of above, possibly with some readjustment rules
output--phonation

NOTES

SP-II rules have Contingency-indices of P24.
Some SP-II rules provide variable alterations of phonation positively

correlated with nonlinguistic continua (e.g., increase in speaker anxiety :: in-
crease in probability of UH-insertion, increased speed of phonation, etc.).

SP-II rules may be general, local or individual.
The output of this level is called Actualized Performance.
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Some Sample SP-1 Rules

1. Consonant aspiration (General)

[ +cons ]
Paspirated / -voice

-voc
-contin

2.

a)

Pn

Diphthcngization (General; but

-cons

/ +vo.-

+tense
[aback

further rules change its output)

Po0 ---->

-cons
-voc

[ +hi
aback
a round

[

b) -cons
+voc [(i_otense ] /itense
aback

3.

a)

b)

CBE/Fla Nasal boss (Local)

+cons

-voc
+nasal

/
[-cons]
+voc

SD:

[

+nasal

-cons

+voc
+nasal

-cons
-voc
+hi

0
NOTE: 'i' is a

aback number; 'i-1' is
around (at least) one de-

gree less than 'i'.

-voc
0

+nasal

{'(C#CC0V0 1 1
107

1 2 3

SC: 1 [1] -voc ; 2 0
-lo

[

c) SD: -cons

+voc [.-cons

atense -voc
(+hi> -lo
<-back)

1 2

seg
SC: I --> [ - long ; 2

[<+hi)

(-back)

[126]

P1

P2

P2 (SC1); P1 (SC2)

NOTE: Part (c) provides
the form of the glide:
0 following tense V; i
following hi nonback V;
0 elsewhere.



Some sample SP-I rules (cont.)

4. New England "Broad 'a'" (Local)

/

+cons

+contin
[.-voc

+anter

-voc

+nasal
+coron

cons
+voc

-hi

-back
+lo

[ .11

[+back]

CI

PD

5. CBE indirect question (Local; this is a simplified version)

SD: EAsk + (N +) If + NP1 + V - Aux + NP2

1 2 3 4 5 6 7

SC: SD --i1 (+2) + 6 + 4 + 5 T 7

P
2

NOTES: a) E: Ask = the

word 'ask' or a word in
the same semantic field
as 'ask' (e.g., 'tell';
possibly 'wonder' etc.)
b) CBE Competence has
standard General Shared
Eng. indirect 0 form;
rule #5 disinverts it.

6. Some lexical rules (Local; probably simplified. The first two are Southern;
the third, Midwest.)

a) 1.Hit----> hwAp / Nan (+X) +N
an

b) %Take 9 kleriy All P1 (?)

c) 'Resemble ---) feyvar / Nan (+X) +N
an

NOTE ON #6: These three 'rules' depend on definition of lexicon
as part of General Shared English, deriving dialect forms from GSE core
forms. Possibly only lexicon-lookup method may be part of GSE and lexicon
contents belong in Systematic Pcrformance; if so rules such as #6 above
probably not needed, and dialect forms merely listed without GSE alternants.
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Genesis of an Utterance

"The lion he was lilt he was trai- he was tame"

I. Competence

1. Tree:

NP VPA
Art N

A I

V Adj.

/ I
#the#lion#be#Past#trained#

2. Surface structure:

[ [ [ #01e#] [ #lion#] ] [ [ #be#] #Past#] [ fftrainee] ] ]

S NP Art Art N N NP VP V V V Adj Adj VP S

3. Phonetics:
O Yr, - "Szt rgyna

II. Systematic Performance (SP-I)

+N

1. SD: Art # +animate
P
2

+masc

-fem

# V

1 2 3

[

+Pro
SC: 2-4[2] # +animate

+masc
-fem

2. (Phonology)

3. Phonetics:
v
a

[128)

(Notes: # is roughly 'word
boundary' . is

phonological phrase
boundary.)



Genesis of an utterance (cont.)

III. From Systematic Performance to Actualized Performance (SP-II)

1. (*WI#W2 1* #W3>[ *WI#W2 #Pause#W3

NOTE: # = word boundary (nonessential boundaries
omitted here); and [* ]* enclose items in same
phonological phrase.

Output of this rule: '#he#was#Pause#trained#'

2. (CoVOCIVC0 ---> (CoV0)4(? )/Pause#

Output of this rule: '#he#was#Pause#trai-#Pause#'

3. SD: W #W #W*#Pause(#W #)
1 2 3 4

SC: Pause (U11),4 ( (i#) W2)o Condition: eitherc orp or both

SC: W3 * W3

W
3'

Output of this rule: 1#trai-#he#was#tame#'

[

NOTES: Wk is defined as +word

EPk

isk

and W
/0

is defined as +word

EPici EPK

Esleat

W* = an interrupted word: output of
Rule #III-2 above.

4. Final Actualized Performance Phonetics:

x s/ :Si v V
0 a la : 41.1 y tuaz - - hlywaz-trZ. -VAywaz- Ce

[129]



55. Georgia M. Green, University of Illinois

A SYNTACTIC SYNCRETISM IN FRENCH AND ENGLISH

A certain syntactic form in English, Subject-Verb-Object-Adjective

(alternatively, S -V -A -O if the object NP is longer or more complex than

a single simple NP, e.g. a conjoined NP, or a NP with postnominal modi-

fiers or relative clauses) L, discussed in Green (1970), may represent

one,or more of several logico-semantic constructions. Although English

sentences may often be translated word for word into French, the French

counterpart of this sentence adjective form (S-O-V-A or S- V -A -O) may

not be used to encode such "instrumental causatives" 'shoot someone

dead', 'sweep something clean', 'hammer something flat'. French does

permit causative verbs in this syntagm (e.g. rendre quelqu'un heureux,

faire quelqu'un malade), but none of these are remotely instrumental,

so the difference between English and French seems to be that French

has no rule for forming instrumental causatives, and that as a result

of this lack, has no instrumental causative verbs to fit in this syntagm.

If this is the correct analysis, it bears out the prediction in

Morgan (1968) that the lexical inventories of languages will differ in

systematic ways because one language will have pre-lexical rules which

the other lacks. It appaars that whatever incorporation or deletion

rule permits these constructions in English is reinforced by the presence

of transitive VerbParticle constructions with similar surface syntax,

which are frequently of an instrumental causative nature (e.g. take away,

bring in, file off). French, which apparently lacks this rule, also

lacks Verb-Particle constructions, both transitive and intransitive,

which might reinforce such a rule.

[130]



56. James L. Fidelholtz, University of Maryland

WHY ARAB MAY RHYME WITH SCARAB OR AHAB, BUT NOT DARE GRAB OR MAY RUB

In dissyllabic English words stressed on the initial syllable, the

final syllable sometimes reduces (e.g. method, seraph, haddock, [arab],

etc.) and sometimes does not (e.g. Ajax, latex, nomad, wombat, limb],

etc.). The explanation for these facts is that secondary stress is

applied to the final syllable just in case the first syllable is "strong"

(C
0
VC

0
- or C0 C2 -). This secondary stress (which ultimately becomes

tertiary stress) suffices to prevent the final vowel from undergoing

reduction to shwa. This rule, however, does not apply in case the final

vowel is followed by a sonorant consonant (m, n, r, 1). If the sonorant

consonant ends the word, no stress is applied ard the vowel reduces

(titan, Newton, idol, velum, lemur, angel, urban, arbor, etc.). If a

second consonant follows the sonorant consonant, only if it is [-corona']

is (secondary) stress applied (by a different rule), thus preventing

reduction (oolong/Raymond, Ozark/coward, napalm/severn, Adolf/Arnold,

cucumber/carpenter, icing/Roland). Other apparent exceptions to the

first rule will also be discussed and explained.
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f;hy Arab May Rhyme with Scarab or Ahab, but not Dare Grab or May Rub

STRESS AND REDUCTION IN BISYLLABLES (with a lax second vowel)

VI = vowel of first syllable

V2 = vowel of second syllable

Strong cluster here is any syllable with a tense vowel, or a syl-

lable with a lax vowel followed by two or more consonants.

A. If the first syllable is strong, then V2 is unreduced; if the

1st syllable is weak, then V2 is reduced ("weak" means precisely

I II

Arab (grab] [zerob]

epoch [ipgk] [epak]

Suez seraph

orchid method

cognac spinach

wombat spigot

apex facet

matrix modest

incest provost

comrade ballad

Dunlop scallop

Thus, we need a rule (the ARAB rule) to assign secondary stress to the

second syllable where the first syllable is stressed and strong.

B. If the vowel of the final syllable is -u-, lhe ARAB rule does

not apply:

August (cf. Augdstus)

Venus (cf. Vendsian; also, penis, with a different

vowel in the final syllable)

locust (cf. locdstal)

fetus

Jesus

eunuch

nimbus

Malthus (cf. Malthdsian)
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C. If the second syllable has a 11-1-sonora.lc] consonant (m, n, r,

or 1) after the vowel thethe ARAB rule does rot apply:

velum neutral (cf. neutrality)

Abel (cf. Abalian) nectar

Moslem titan (cf. titanic)

nasal (cf. nasality) angel (cf. angelic)

Vergil Newton (cE. Newt6ni.an)

Akron person (cf. pers6nify)

I. There are several types of explainable excepti,ons:

a. -on "affix": boron, pruton, Avon, Teton, coupon, argon,

ion, nylon, Leon (cf. lien, person, Newton, etc.) Also

-ol affix (pronounced (-511, (-al], ni 1 -411: lysol,

bromol, phenol.

b, tense final syllables: 'tur moil, e.g. shows we need

another rule (the TURMOIL rule) retl ng primary stress

to the initial syllable, if the initial ;liable is strong.

(cf. cilgar, poqice, Deitroit, etc. to also the non-

standard pronunciations t'sI,gir,

with tense vowels in the first syllo This retraction

also occurs in 'ra,dar, 'di,van, 'p,' 'Tar,zan, etc.

(some of these latter cases undergo 5 m rule).

II. There are also of course true exceptions. h these are rare

and generally infrequent words.

C. If the second syllable ends in a (+sonorJ nant followed

by one or more consonants, the consonant aft.lr the determines

whether the second syllable reduces: reduction occurs it the consonant

is ( +coronal) (Col. II), not otherwise (Col. I):

I II

icing cylinder

Podunk moment

Plutarch Herbert

Denmark Robert

iamb (cf. iambic) Edmund

rhubarb buzzard

futnorc Oxford
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Adolf Raymond

cucumber carpenter

mustang Shetland

adverb awkward

slampamp slampant

Thus, the FUTEORC rule says that the second syllable gets strcaoed if

it ends in a sonorant consonant followed by a (- corona:) consonant.
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57. Daniel H. Fullmer, Oakland University

UNDERLYING PHONOLOGICAL SEGMENTS FOR TENSE VOWEL COMPLEXES OF ENGLISH

The strong verb ablaut series of Old English can be generated by

concise rules when the tense vowels are considered to nave two under-

lying phonological segments. As the language changes into Middle English

and, with the addition of vowel shift rules, into Early Modern English

that same analysis of the tense vowels simplifies the generation of the

newer diphthongs. Finally, by retaining double underlying segments for

the tense vowels of contemporary English, glide insertion rules become

unnecessary for generating today's tense vowel complexes.
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58. Clarence Sloat, University of Oregon

James E. Hoard, University of Victoria

THE INFLECTIONAL MORPHOLOGY OF ENGLISH

Superficial observations have been made about the alternations /0z/,

/z/, /s/ and /0d/, /d/, /t/ for English plural and preterite. These

alternations have been described in terms of ordered statements such as

the following:

1. /0z/ / strident

a. Plural ---) 2. /z/ / voiced

3. /s/

b. Past

1. led/ / dental stops

---) 2. /d/ / voiced

3. /t/

Such observations miss important generalizations, in particular that

a.1 and o.1 are actually instances of a.2 and b.2, the /0/ being voiced,

that a.1 and b.l are the same phenomenon, and that a.2 and b.2 are the

same phenomenon.

The tules which actually govern these altern.tions are not a an' b

but two others, much simpler and more general. The first inserts /0/

under easily statable conditions, hence accounting for the shared parts

of a.l and b.l. The rule is easy to state because together the environ-

ments of a.1 and b.1 form a natural class as do the forms of the endings.

The second rule describes the progressive assimilation. This rule ac-

counts for a.2,3; b.2,3; and the parts a.l and b.1 not accounted for by

the schwa-insertion rule. What these rules do for plural and preterite,

they also do for the third singular, the possess'%e, and the past par-

ticiple.

The rules Just discussed apply only across a # boundary; i.e. they

are rules of external sandhi. Many of the "exceptional" past tenses are

the result of applying the rules of internal sandhi, given the same end-

ings as input. It can be shown, for example, that the past tenses of
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verbs like bite, cleave, and hit are derived regularly by rules needed

in the grammar to state internal phonology if these verbs are assumed

to have -- rather than # before the ending.
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HANDOUT

The Inflectional Morphology of English

A.

3
1.a. Plural --....r, /az/ / sibilants

b. /z/ / voiced
c. /s/

I
2.a. Preterite ...--. /ed/ / dental stops

b. /d/ / voiced
c. /t/

3. 6 4(e3 /

-sonorant
+corona'
-distributed
+strident

#

-sonorant
+corona'
-distributed
+strident

4. D4 voiced]a[-eLvoiced] / [-crvoiced] #,

a. cat # jpossi
/kat#s

3.
4.

b. dog # kPosS) c. rose # 5oosSi
/doggy /r3z/n1/

r3ze#s
dogdz r3ze#z

d. pick W Epreti e. pen # peg f. pat # jpreq
/pik#t/ /pen#t /pat,

patejt

4. pcn#d pate //d

B.

l.burn /burnt, dwell/dwelt, learn/learnt, smell/smelt, spell/
spelt, spill/spilt

2.crcep/crept, deal/dealt, dream/dreamt, 1%bl/felt, keep/kept,
kneel/knelt, leap/leapt, mean/meant, sleep/slept, sweep/swept,
weep/wept

3.beat, bed, bid, burst, cast, cost, cut, fit, hit, pet, rid,
set, shed, shut, slit, spit, spread, sweat, thrust, wed, wet

4.bite/bit, bleed/bled, breed/bred, feed/fed, hide/hid,
light/lit, meet/met, read/read, shoot/shot, slide/slid,
speed/sped

5.bend/bent, build/built, lend/lent, rend/rent, send/sent,
spend/spent

6.cleave/cleft, leave/left, lost/lost, bereave/bereft
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c.

Tensing C+syllabic],,C+tense]/

r+syliabic
-high

(-syllabic] + -low
-back
-tense

:11/114 #
sonor

Intervocalic Voicing [ : interr +voice]/C+syllabic]
+

Augment C+syllabic1-1.0/ +
+(- voice]

Clustef Laxing C+syllabicHC-tense]/ [-syllabic]+C-Syllabic]

r
-sonor

Stop Deletion +voice 0/ C+nas] ---
<+cor> +C-sonor]

t-sonori+interr

-strid

-voice
+interr

Intrusive Stop 0-4 -strid / cpc co

A? ant
g ant

+(- voice]

Cluster Simplification ogF 0/ F
where F is the entire set of eatures
except (voice]

Regressive Assimilation C+voice].+[-vuice]/ il sonor
+C-voice]

D.

1./brc0+0-9 /bre8+c/

2./bEllf+c/-*/bElEf+c/

3./bra4c/P/bra+c/

4./bra+c/-1P/br78/

;.deep /depth, contain/content

6.bomb, long/kind

/.bombard, kinder, longer

8.bends (/d/.11.0), length (/g/1.0)



9.1ength (1xr)+Eio.lenk+9), tenth (ttente)), warmth CwSrmpe])

10.fence, sense

11./wed+t/-*(wed]

12.twelve/twelfth, broad /breadth abrete))

E.

1. burnt
/burn+t/

2.

3.

Cluster Lax
Intrus. stop
Cluster Sim.

Stop Delet.
Intrus. Stop
Cluster Sim.

Vowel Tens.
Intervoc. Voic.
Augment
Cluster Lax.
Regr. Assimil.

burnt+t
burnt

crept
/krrp+t/

krep+t

bet
/bet+t/

bet

bent built
/bend+t/ /bild+t/

ben+t bil+t
bent+t
bent

left
/lcf +c +t/

af+c+t
lgv+e+t
lrv+t
lcv +t
lef+t

lost
/los+e+t/

13s+e+t
lrz+e+t
lrz+t
lrz+t
los+t

bit
/bIt+t

bit+t

bit

F.

life, thief, sheaf, beef, loaf, elf, shelf, scarf, dwarf,
wharf, knife, wife, loaf, leaf, half, calf, wolf, hoof,
roof, path, moth, mouth, youth, truth, oath, lath, cloth,
bath, house, handkerchief
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59. William W. Cressey, University of Michigan

TWO PROPOSED CONDITIONS GOVERNING PHONOLOGICAL DESCRIPTIONS

The following conditions are designed to strengthen the claim that

there exists a close relationship between phonetic and phonemic repre-

sentations. They deal with the ways in which various types of features

may be used.

1) The phonetic features condition prohibits the complete neutral-

ization of a phonetically based distinctive feature and is thus a weak

version of Kiparsky's alternation condition. By virtue of this con-

dition, an opposition such as the frequently proposed tense - lax op-

position for Spanish vowels must be reformulated in terms of an abstract

feature which is not phonetically based. It is probable that a greater

cost should be associated with these non-phonetic features. This con-

dition should be interpreted to allow use of the feature [round] to

distinguish Spanish k (which undergoes velar softening) from kw (which

does not) since this feature does appear in some realizations of kw

(e.g. in the u of persecucidn).

2) The syntactic features condition stipulates that although syn-

tactic features may be referred to in phonological rules, they do not

constitute a part of any phonemic representation. That is, if two seg-

ments are to be considered distinct, it must be by virtue of a phono-

logical feature (phonetic or abstract), not a syntactic feature. If

French dormirai and dormiras are both phonologized dormiras, the s of

the former being converted to i by a rule which makes reference to the

feature (1st. pers. sg.), then this feature is a part of the phonemic

representation of the s, and the phonetic basis of the systematic phonemic

level is weakened considerably.
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HANDOUT

Two Proposed Conditions Governing Phonological Descriptions

(1) Postal 1968:

(a) 'The relation between phonological and phonetic struc-

tures is a natural one . . . the categorization of lexical items

given by phonological structure, i.e. required to state morpho-

phonemic and phonological rules, needed to state constraints on

sequences of phonological elements, needed to stat3 phonological

universals, etc., is not, from the point of view of phonetic

structure, an arbitrary code. Rather this representation is

closely related to the representations needed to state the pho-

netic properties of the sequences which represent individual

lexical items.' 56.

(b) 'With a few specific exceptions (to take care of uni-

versal kinds of boundaries), the features used in the systematic

or categorial matrix are exactly those countenanced by the cor-

rect universal phonetic theory.' 60.

(2) paler ^- puedo

comer - como

(3) Kiparsky 1968:

(a) 'The present theory of generative grammar allows phono-

logical distinctiona which are never realized on the phonetic

surface to appear in the lexical representations of morphemes.'

(b) 'The theory of generative phonology must be modified

to exclude the diacritic use of phonological features and the

phonological use of lacritic features.'

(c) 'The (strong) alternation condition Categorically

forbids absolute neutralization.'
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(d) 'The (weak] alternation condition is a clause of the

evaluation measure which says (among other things) that absolute

neutralization is linguistically complex.'

(4)

(a) features applied to an entire lexical item

(i) syntactic features (e.g. noun, verb)

(ii) diacritic features (e.g. foreign, minus rule i)

(b) features applied to individual segments

(i) abstract features (e.g. (-D))

(ii) phonetic features (e.g. tense)

(5) Foley 1969:

'Our phonological parameters should not be based on phonetic

data, but rather on phonological relationships exhibited by phono-

logical rules.'

(6) Schane 1968:

(a) first person singular second person singular

dorm 4 1+ rat s 41, dorm + i ra 8 We

(i) dorm 4 1 ra +

(ii) dorm 4. i re =If

(iii) dorm+ i ra

(1) first person vocalization

(ii) e conversion

(iii) singular person deletion

(b) 'The first singular marker /8/ becomes /i/ when preceded

by /a /.'

(o) a ----) i /
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(7) Chomsky and Halle 1968

(8)

LEXICAL REPRESENTATIONS

Lreadjustment rules

SYSTEMATIC PHONEMIC REPRESENTATIONS

!phonological rule-171

SYSTEMATIC PHONETIC REPRESENTATIONS

(a) (o<Fi)---3 (I F3] / [sTro

(b) (m) (eFk)

(where (Fk) is a syntactic feature)
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60. Jerry Larson, University of Texas at Austin

A REDEFINITION OF THE TERMS "TONE LANGUAGE" AND "PITCH LANGUAGE"

In a recent paper ("Some tonal systems that come close to being

pitch accent systems but don't quite make it", read before the Sixth

Regional Meeting of the Chicago Linguistic Society), McCawley tries with

varying degrees of su "cess to show that various languages fail to fit

either his definition of "tone language" or of "pitch accent language".

He makes the claim that tone languages can have "accent reduction rules".

and proposes a new typology based on the ordering of accent reduction

rules in the grammar. The present paper argues 1) that the original

definition, stated in terms of the amount of information in lexical

representations, was misguided and that a restatement of the definition

in terms of the form of lexical entries is more accurate, and 2) that

tone languages may not contain "reduction rules". The term "reduction

rule" is also redefined; however, it is argued that the tone languages

alleged by McCawley to have reduction rules do not, even under his

definition. With the above modifications, the definitions of tone

language and pitch accent language correctly distinguish between the

set of tone languages and the set of pitch accent languages.
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61. David Ingram, Stanford University

TOWARD A THEORY OF PERSON DEIXIS

Personal pronouns cannot be adequately described without reference

to their deictic aspects. At the same time, however, current generative

grammar does not provide a formal or theoretical foundation upon which

such a characterization can take place. This paper makes some sugges-

tions for providing such a framework. The feature matrices of lexical

entries in current theory are restricted to three possibilities --

semantic features, syntactic features, and phonological features. These

three are incomplete at a very basic level for describing pronouns and

many other aspects of language involving deixis. It is suggested that

a fourth feature be introduced, the deictic feature. It is argued that

such a feature is qualitatively distinct from either semantic or syn-

tactic features. Given the need for a deictic feature (in this case a

person deictic feature), a formalism for deixis is proposed, along with

a person deictic unit that can be combined with current semantic and

syntactic features to approximate an adequate representation of personal

pronouns.
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62. Garland D. Bills, University of New Mexico

THE QUECHUA DIRECTIONAL VERBAL SUFFIX

The -mu suffix in Quechua has two functions: cislocative and trans-

locative. Syntactic restrictions demonstrate that the cislocative

function should be derived from a directional- goal - proximate noun phrase

in association with a motion verb, while the translocative function should

be derived from a locational-goal-nonproximate noun phrase in conjunction

with a nonmotion verb. These two derivations of what seems to be the

same suffix are sufficiently similar to suggest a single general rule

using features and the 'alpha convention' to require identical specifi-

cation for the verbal feature 'motion' and the nominal feature 'proximate'.

In order to capture this ,f,eneralization, however, two assumptions about

case in a generative grammar need to be made: a single category under-

lies both directionals and locationals, and a case-like feature specifies

the notion 'goal', Furthermore, if a case-like nominal feature is used

to distinguish directionals and locationals, it becomes possible to de-

fine motion verbs on the basis of selection rather than subcategori-

zation. Such observations indicate that the use of case-like features

is a worthy area of exploration in syntactic theory.
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HANDOUT

The Quechua Directional Verbal Suffix

la. kuti-mu-nqa. He will return (come back).

lb. kuti-nqa. He will return (go back).

2a. yayku-mu-nqa. He will enter (come in).

2b. yayku-nqa. He will enter (go in).

3a. t'anta-ta apa-mu-nqa. He will bring the bread.

3b. t'anta-ta apa-nqa. He will take the bread.

4a. mik"u-mu-nqa. He will go eat.

4b. mik"u-nqa. He will eat.

Sa. pufu -mu -nqa. He will go sleep.

Sb. pugu-nqa. He will sleep.

6a. t'anta-ta ranci-mu-nqa. He will go buy the bread.

6b. t'anta-ta ranti-nqa. He will buy tho bread.

7. kay-lan kuti-mu-nqa. He will come back to here.

8. *kay-man kuti-nqa. (He will go back to here.)

9. *haqay-man kuti-mu-nqa. (He will come back to there.)

10. *kay-manta kuti-mu-nqa. (He will ccoe back from here.)

11. haciay-manta kuti-mu-nqa. He will come back from there.

12. haqay-manta kay-man kuti-mu-nqa.

He will come back to here from there.

13. When a motion verb occurs in association with a directional-

goal-proximate noun phrase, the cislocative -mu suffix is

added to the verb.
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14. haqay-pi mik"u-mu-nqa.

15. *kay-pi mik"u-mu-nqa.

16. haqay-pi mik"u-nqa.

He will go eat over there.

(He will go eat here.)

He will eat over there.

17. When a non-motion verb occurs in conjunction with a locational-

goal-nonproximate noun phrase, the translocative -mu suffix

is added to the verb.

18a. llaqta-pi mik"u-nqa. He will eat in the town.

19a. Ilaqta-man kuti-nqa.

18b. *llaqta-man mik"u-nqa.

19b. *llaqta-pi kuti -nqa.

20. (kay-man) puri-mu-nqa.

21. (haqay-pi) puri-mu-nqa.

22a. para-mu-nqa.

22b. para-nqa.

He will return to the town.

(He will eat to the town.)

(He will return in the town.)

He will walk to here.

He will go walk (over there).

It will rain (here, on me).

It will rain (there, outside).

23. SD: X [+V, aMotion] Y [+Place, +Goal, aProximate] Z

SC: 2 2 + -mu

24. SD: X [4V] Y f+Place, +Goal, aDirectional, aProximate] Z

SC: 2 2 + -mu
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63. G. Koolemans Beynen, University of Rochester

"CONTRAST" AS A SEMANTIC CATEGORY IN RUSSIAN

On basis of A Solienicyn's "Dla pol'zy dela" a semantic analysis

of the conjunctions i, a, no, and da is proposed, proceeding from the

Prague School assumption that linguistic units can be analyzed in binary

privative oppositions.

It seems then that i is unmarked, denoting juxtaposition or even

contrast; a is marked vis-a-vis i and signals that a new element follows

which is not related to the preceding. No has the same meaning as a

but in addition signals that the new element is seen or interpreted by

the speaker only. Da indicates agreement with the preceding; the agree-

ing element is seen by the speaker only.

The meaning of the above conjunctions can then be described by

three semantic distinctive features: newness (a and no), sybjectivity

(no and da), and agreement (da).

No allegedly expresses contrast, but so may the other conjunctions.

It is shown that the type of contrast depends on the meaning of each

conjunction. "Contrast" then appears not to be a linguistic category

and its different types can be shown to be combinatory variants of the

meanings of the above categories.

The sentences in the handout illustrate different types of contrast.

[150]



HANDOUT

'Contrast' as a Semantic Category in Russian

2.41 RaUli ene stroit' pervyj etaI--i vse zamjalos',
60

They still made a start with the second floor, tat then
the whole thing slowed down.

3.12 ... stojala molodeI, smotrela i Idala. A u samyx neter-
pelivyx vyryvalos' sperva potrie: 67

... young people were standing, looking and waiting. But
then the more impatient burst out, at first still rather
quiet ....

3.51 Kakoj-to let devjatnadcati razvesil po vsej
doske s6erte%, vystavil na stol kakoj-to reguljator-
indikator-kalibrator, kotoryj sam le on i sdelal,
indikator atot poMelkivaet, pomigivaet, a paren' xodit,
paloncoj po terteIam pomaxivaet i tak eto-Utet, mne
prosto zavidno stalo. 79

A boy of about nineteen ... has hung his drawings all over
the board, he has put some kind of a regulator-indicator-
calibrator of his own making on the table, that indicator
keeps clicking and bl!nking, and that boy walks around,
waves with his stick over the drawings and behaves in such
a way, I really became envious.

4.11 Po Literature i russkomu jazyku on tjanulsja, pravda,
meIdu dvojkoj i trojkoj, no eUe s pionerakix let sam
sobiral priemniki 65

Ia Literature and Russian his grade was barely passing,
but ever since he was a cub-scout he had been putting
radios together ...

4.131 "A ja ved' vam dva raza zvonil segodnja!" obradovanno
ulybalsja Fedor MixeevA Xabalyginu 70

You know, I tried to call you twice today," Fedor
iiiixeevi told Xabalygin with a joyous smile ...

4.13 Segodnja s utra ule dvaldy Fedor Mixeeva zvonil Xaba-
lyginu ... No oba raza emu otvetili, Ito Vsevoloda
Borisovaa net. 70

This morning he had already twice tried to call Xabalygin
But both times he was told that Vsevolod Borisovit

wasn't in.
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4.15 Ona Ala vy'e, razdvigaja studentov. Lico ee bylo
morMinisto, no podviIno i sxodilos' k reUtelsnomu
podborodku. 61

the went up the stairs, pushing the students aside. her
face was wrinkled, but lively and ended in a decisive chin.

4.23 "A Ito ty za leto prael?"
"Da poti nibego, Lidia Georgievna,"
"No pe6emu Ie," rasstroilas' Lidia Georiievna. "ZaZem
ie ja tebja unla?" 65

"And what did you read over the summer?"
",Well, almost nothing of course, Lidia Georievna,"
"But why?" Lidia Georgievna was upset. "What did I
teach you for then?"

4.25 Ivan r.apitonovi6 Granicov ne ljubil voennyx vosporinanij,
a svoix -- osobenno
No segodnja on i;menil avoemu pravilu. 64

Ivan Kapitonovi Grankov did not like war memories, ana
especially not his own
But today he made an exception.

4.25 No Grankova ne tol'ko ne ubedili i ne pribili ego frazy
...a on poCuystvoval podstup odnoj iz tex re6ajutlCix
minut Iizni, kogda nogi ego sami vrastali v zemlju, i on
ne mop otojti. 66

But Gra'6ikov was not only neither convinced nor nailed
aown by his sentences..., but rather he felt that it was
going to be one of those decisive moments, when his legs
grew into the ground and he simply could not yield.
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64. Paul G. Chapin, University of California at San Diego

WHAT'S IN A WORD?: SOME CONSIDERATIONS IN LEXICOLOGICAL THEORY

No two languages have morpheme vocabularies which correspond to

each other one-to-one. A mapping between the vocabularies will reveal

instances of many-one correspondences going in both directions, and also

many-many but skewed correspondences. When the mapping is many-one,

some semantic distinctions which are made explicit in one language are

neutralized in the other. In the case of many-many skewed correspond-

ences, the corresponding sets are internally differentiated by different

complexes of semantic distinctions. This paper advances two empirical

hypotheses regarding the relationship between these phenomena and the

lexical semantic structure of individual languages:

(1) A set of morphemes in one language can receive a single mono-

morphemic translation in another language only if they constitute a

natural semantic class.

(2) The semantic distinctions which are necessary to describe the

internal semantic structure of the morphemes of an individual language

are sufficient to account for the inexact lexical correspondences be-

tween languages. Evidence in favor of these hypotheses is adduced from

Russian, French, and English.

If true, these hypotheses have important implications for such

traditional lexicological problems as the validation of postulated se-

mantic structure of morphemes, the distinction between polysemy and

homonymy, and the possible extent of semantic extension of a morpheme.
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65. Hasmig Seropian, University of California at Berkeley

IS THERE A BE IN SEMANTIC STRUCTURE?

In sentences like

The door is open.

My car is outside.

He is an engineer.

be is rightly considered a surface copula having no place in the deep

semantic structure where open, outside, an engineer are the predicative

elements. There cre many languages, of course, which do not have this

surface copula at all in such sentences. To extend this analysis, how-

ever, to all sentences with be is wrong. Sentences which start with

there + be in English do have a verb be in their semantic structure.

In these sentences, there is usually described as an 'empty' or

'expletive' element which introduces an indefinite 'subject' (0. Jesper-

sen, The Philosophy of Grammar). This notion is what underlies the

transformation which turns a sentence like

A book is on the table.

into

There is a book on the table.

There insertion (J. Ross, 'Constraints on Variables in Syntax') and

pronominalization of an extra Locative (Ch. Fillmore, 'The Case for

Case') are different versions of this same analysis. It is true that

there + be sentences are referred to as existential sentences, but no

analysis postulates a semantic unit be or exist in the deep structure

which in English is turned into the surface idiom there + be.

Various considerations, some of which follow, clearly indicate that

these sentences have an underlying semantic unit be in the sense of

exist:

1. There + be sentences with abstract 'subjects' and no locatives:

There are angels.

There are transformations.
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2. There + be sentences with definite 'subjects':

There is the new Left.

There are those problems to solve.

3. There + be sentences with plural 'subjects' and singular be:

There is the students to consider.

There was John, Mary, and David.

4. The contrast between the following two questions:

What is in the drawer?

What is there in the drawer?

5. The use of this structure when things come into existence:

'Let there be lights in the firmament...1

A comparison with languages which have a single-unit verb for this

semantic unit makes the claim made here even stronger. Furthermore,

the right analysis of this structure lends further support to viewing

language in the framework of a deep semantic structure which is turned

into an arbitrary surface structure.
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Jerrold J. Katz, Massachusetts Institute of Technology

INTERPRETATIVE SEMANTICS

The theory of transformational grammar presented in Katz and Postal's

An Integrated Theory of Linguistic Descriptions and Chomsky's Aspects of

the Theory of Syntax constituted the first major step beyond Chomsky's

o :iginal systematic statement of transformational theory in Syntactic

Structures. The work of McCawley, Gruber, Lakoff, Postal, and their

followers which has appeared recently under the title "Generative Seman-

tics" claims to be the second major advance in the development of trans-

formational theory and to supersede the first. Often this claim has

been presented to the linguistic public in the style of a sales campaign

to establish the product as superior to the "old brand x". The paper I

will present tries to show that this new product, like many "new" com-

mercial products today, is new in advertising and packaging only. I will

argue that generative semantics defines grammars that are fully equiva-

lent to those defined in the interpretative theory of Katz and Postal's

Integrated Theory and Chomsky's Aspects, and therefore, that the former

theory amounts to a notational variant of the latter in the sense that

it says nothing different from the latter about the nature of language.
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James D. McCawley, University of Chicago

GENERATIVE SEMANTICS

This paper will be concerned with the comparison of alternative

theories of grammar and thus must invoke a neutral framework for com-

paring such alternatives, in this case, systems of (possibly non-local)

constraints on a sequence of labeled trees (a 'derivation'). While the

neutrality of this framework will undoubtedly be contested, it is appro-

priate here since (i) Chomsky and Katz appear to concede the point

(implicit in the framework) that semantic structures can be taken to be

labeled trees, (ii) there is no known alternative which lets one make

explicit the interaction which Chomsky sees between semantic interpre-

tation rules based on deep structure and SIR's based on a o,rived syn-

tactic structure (i.e. a SIR based on a derived syntactic structure Pj

is a constraint on how P
-1-1

may differ from P
-i

if such-and-such

conditions are met in Pj, where P
-i

is the approximation to semantic

structure which forms the real 'input' to the SIR and P-i., is what

results from P
-i

by 'correcting' it on the basis of the indicated char-

acteristics in Pj), and (iii) other controversial aspects of this frame-

work (e.g. that the analogue to a base component must be a set of node

admissibility conditions rather than a system of rewriting rules) seem

to have no bearing on the issues involved.

This paper will defend the principal claims of generative semantics,

namely that semantic structure must be a labeled tree, that a descrip-

tively adequate grammar must contain a system of generative rules (i.e.

positive constraints on a specific stage of a derivation such that every

node at that stage must meet one of the constraints) for semantic struc-

ture but not for any other stage of the derivation (except that 'output

constraints' might be generative in this sense), that that system is

(with two qualifications) universal, and that interpretive rules (con-

straints on how different stages of a derivation may differ) form a

homogeneous system as regards restrictions on their application (e.g.

Ross's movement constraints) and their form.

[1371



Aarsleff, Hans 78

Ballard, W.L. 35

Bell, Alan 69

Bever, Thomas G. 54

Beynen, G. Koolemans 150

Bills, Garland b. 147

Gird, Charles S. 45

Cardin, Guy 119

Chapin, Paul C. 153

Chen, Matthew 34

Clark, Eve V. 57

Cohen, David 114

Cook, Walter A. 42

Cressey, William W. 141

DeCamp, David 91
Dingwall, William 0. 59

Downing, Bruce T. 25

Drachman, Gaberell 58

Fasold, Ralph W. 37

Fidelholtz, James L. 131

Francis, E.D. 11

Fraser, Bruce 47
Fullmer, Daniel H. 135

Garvey, Catherine 83
Green, Georgia M. 130

Guentherodt, Ingrid 80

Hamp, Eric P. 12

Harria, James W. 48
Hass, Wilbur A. 73

Hill, Archibald A. 86
Hoard, James E. 136

Houston, Susan H. 124

Hsieh, Hsin-I 90

Ingram, David 146

Jenkins, Charles M. 33

Karttunen, Lauri 71

Katt, Jerrold J. 156

Kimball, John P. 70

Kirsner, Robert S. 104

INDEX

(1591

Labov, William 53

Langerdoen, D. Terence 79

Larson, Jerry 145

Malkiel, Yakov 7

Malone, Joseph L. 87
Mathias, Gerald B. 75

McCawley, James D. 157
Messing, Gordon M. 17

Moravcsik, Edith A. 115

Moskowitz, Arlene I. 56

Naeser, Margaret A. 55

Naro, Anthony J. 20

Nichols, Johanna 99

Partee, Barbara H. 52

Pearson, Bruce L. 118

Rea, John A. 38

Ristinen, Elaine K. 109
Robson, Barbara 22

Schwartz, Arthur 26

Seropian, Hasmig 154

Shibatani, MasayosM 65
Sloat, Clarence 136

Smith, Timothy S. 64

Tatham, Marcel A.A. 68

Tuntks, Galina 59

Underhill, Robert 110

Vanderslice, Ralph 60

Vennemann, Theo 92

Wall, Robert 74

Wilbur, Terence H. 105
Wolfe, Pat 32

Zimmer, Karl E. 39



HUMANITIES PRESS
RESEARCH CENTER FOR THE LANGUAGE SCIENCES

Indiana University, Bloomington, Indiana

AFRICAN SERIES
1. Go*: A Phonological and Grammatical Study

by Colin Painter. 523 pp., paper $18.00
In Preparation:

2. Tamazight Verb Structure: A Generative Approach
by Ernest T. Abdel-Massih.

3. Papers on the Manding
edited by Carlton T. Hodge.

4. Basic Course in Susu
by Linda Sangster and Emmanuel Faber.

LANGUAGE SCIENCE MONOGRAPHS
4. On the Verb in Modern Greek paper $9.00

by Irene Warburton. 184pp.,
5. Bask Course in Haitian Creole paper $15.75

by Albert Valdman. 345 pp.,
6. Cahuilla Texts with an Introduction

by Hansjakob Seiler. 204 pp., paper $7.50

In Preparation:
7. Bilingualism in the Barrio

by Joshua Fishman and others.
8. Papago Dictionary by Madeleine Mathiot.

URALIC AND ALTAIC SERIES
89. A Concise English-Mongolian Dictionary

by John Hangin.292 pp., paper 510.00
103. Selkupisches Warterverzeichnis

by Istvdn Erdelyi. 316 pp., cloth $20.00
109. Zyrian Loanwords In Vogul

by Kdroly Rdei. 195 pp., cloth $8.00
In Preparation:
107. Essays in Finno-Ugric and Finnic Linguistics

by Alo Raun.
115. Khalal Materials by Gerhard Doerfer

(All prices are net; no academic or library discount.)
Distributed by

HUMANITIES PRESS
303 Park Avenue South New York, N. Y. 10010



FROM HARPER & ROW
FORTHCOMING

Introduction to the Principles of Language
PAULA. GAENG, University of Virginia

A systematic account of sound, grammatical, and semantic systems of the world's chief lan-
guage groups, incorporating contributions of the important theorists. Striving for an evenhended
viewpoint, the author emphasizes each topic equally, giving, for example, attention to both the
scientific structuralist approach and the more abstract transformational approach. Contributions
of the early American linguists are placed in perspective with contemporary theorists. Examples
are drawn from diverse languages. As a summary of data, past and present, the book attempts
no appraisal of ongoing controversies. Paper. Spring, 1971.

EllgliSt1 Stress: Its Form, Its Growth, and its Role in Verse
MORRIS HALLE, Massachusetts Institute of Technology

SAMUEL JAY KEYSER, Brandeis University

A new volume In the Studies in Language Series. For students without a background in linguistics,
this is a presentation of the development and functioning of the English stress system. Based on
generative transformational grammar, the book is a scientific account of three interrelated top-
ics: the stress system of the general American dialect, the evolution of this system from Old
English, and utilization of the system by English poets writing metrical verse. This elementary yet
rigorous treatment of the nature, history, and utilization of English stress provides undergraduate
and graduate students with a challenging book that will prepare them to read much of the impor-
tant new literature in linguistics. Winter, 1970.

From Deep to Surface Structure: An Introduction to Transformational Syntax
MARINA K. BURT

This extensively classtested workbook is intended for introductory courses in linguistics. It
presents generally accepted transformational grammar rules, with a pictorial illustration of each,
and gives a stepby.step demonstration of the application of each rule to the deep structure phrase
marker, and the way other transformational rules can be applied. The workbook thereby helps
beginning students to gain facility in following a syntactic argument and leads him toward
constructing such arguments himself. Problems with answers; solved problems. Introduction by
Noam Chomsky, Morris Haile, and John R. Ross. Paper, Winter, 1970.

PUBLISHED VOLUMES IN THE STUDIES IN LANGUAGE SERIES
NOAM CHOMSKY AND MORRIS HALLE, EDITORS

Cartesian Linguistics: A Chapter In the History of Rationalist Thought
NOAM CHOMSKY, Massachusetts Institute of Technology

The Sound Pattern of English .

NOAM CHOMSKY and MORRIS HALLE, Massachusetts Institute of Technology

The Philosophy of Language
JERROLD J. KATZ, Massachusetts Institute of Tr:hnology

Aspects of Phonological Theory
PAUL M. POSTAL, Thomas J. Watson Research Center, IBM, Yorktown Heights, New York

Send for our 1970 catalog (*CT29)

HARPER & ROW, PUBLISHERS
1817 49 E. 33d Street, New York 10016



Linguistic Studies Published by Cambridge

PROSODIC SYSTEMS AND INTONATION IN ENGLISH
DAVID CRYSTAL $16.00

OPERATORS AND NUCLEUS
A Contribution to the Theory of Grammar
PIETER A. M. SEUREN $10.00

The Crystal and Seuren books are the first to be published in Cambridge Studies
in Linguistics, a new series of monographs and of high-level teaching material
which also incorporates an element of original research or interpretation.

SPEECH ACTS
An Essay in the Philosophy of Language
JOHN R. SEARLE Cloth $7.50 Paper $2.45

INTRODUCTION TO THEORETICAL LINGUISTICS
JOHN LYONS Cloth $11.50 Paper $3.75

A GRAMMAR OF ASPECT
Usage and Meaning in the Russian Verb
J. FORSYTH $16.00

(Studies in the Modern Russian Language, Extra Volume)

THE FORMATION AND EXPRESSIVE USE OF DIMINUTIVES
B. V. BRATUS Cloth $4.50 Paper $1.95

(Studies in the Modern Russian Language No. 6)

THE PHONETICS OF RUSSIAN
DANIEL JONES and DENNIS WARD $9.50

SENTENCE ANALYSIS IN MODERN MALAY
M. BLANCHE LEWIS $10.00

CLIBOC: CHINESE LINGUISTICS BIBLIOGRAPHY ON COMPUTER
Edited by WILLIAM S-Y. WANG and ANATOLE LYOVIN $18.50

(Princeton-Cambridge Studies in Chinese Linguistics)

JOURNAL OF LINGUISTICS
Edited by F. R. PALMER

Concerned with all branches of linguistics, including phonetics. Preference is
given to articles of general theoretical interest. One volume of two parts pub-
lished annually. Subscription $8.00; single parts $5.50

CAMBRIDGE UNIVERSITY PRESS
32 East 57th Street, New York, N.Y. 10022



MOUTON
CURRENT TRENDS IN LINGUISTICS

Vol. V: Linguistics In South Asia edited by Thomas A. Seboek

Includes sections on both indo -Aryan and Dravidian languages
and linguistic researches In various Asian nations.

814 pp., index. $40.00

Vols. VI -XItI in preparation

Recent titles from the series "JANUA LINGUARUM":

BUTRICK JR., Richard
Carnap on Meaning and Analyticity.
77 pp., bibliography, index,

GREENBAUM, Sidney
Verb intensifier Collocations in English.
96 pp., appendix, bibliography tables.

KRAMSKY, Jr)i

The Word as a Linguistic Unit.
82 pp., bibliography, Index,

paper $5.00

paper $4.50

paper $3.75

NOLAN, Rita
Foundations for an Adequate Criterion of Paraphrase.
96 pp., bibliography. paper $4.60

PULGRAM, Ernst.
Syllable, Word, Nexus, Cursus.

SCAGLIONE, Aldo D.
Ars. Orammatica.
161 pp., appendix, Index,

VENEZKY, Richard L.
The Structure of English Orthography.
162 pp., index,

paper about $6.25

paper about $5.75

paper $5.25

These and ell other MOUTON books are distributed In the U. S. by

HUMANITIES PRESS
303 Park Avenue South New York, N. Y. 10010



HUMANITIES PRESS
FORMAL LINGUISTICS SERIES

1. PAPERS IN STRUCTURAL AND
TRANSFORMATIONAL LINGUISTICS

by Zellig S. Harris
While the establishment of the phoneme marked the beginning of structural
linguistics, the author argues that the distribution method for analyzing occur-
rence-restrictions presented In these essays enables a reader to distinguish
between the information-bearing and paraphrastic properties of a language.
850 pp., index. (1970) $37.50

2. PARAPHRASE GRAMMARS

by Richard M. Smaby
In contrast to miny current transformational grammars, Professor Smabylt
study focuses on the means of altering one language string Into another aml
does not attempt to transform language by constructing sentences out of ling-
uistic elements or sentence fragments.
(1970) about $13.00

Other Recent Titles:

AN ADVANCED ENGLISH GRAMMAR

by Paul Christophersen and Arthur 0. Sandved
Designed mainly for the student and teacher of English as a foreign language, the
grammar applies the analysis of contemporary linguistics to traditional divisions
of parts of speech and language patterns.
278 pp., Index. (1969) $4.50

STUDIES IN SYNTAX AND SEMANTICS

Edited by F. Kiefer
Including articles on lexical iqformation by Charles Fillmore, definitions in natural
language by M. 8ierwlsch end the editor, and generative vs. deep syntax by Herbert
E. &eV..
242 pp., index. (1970) $13.75

(Foundations of Language Supptemenlary Series 10)

Participants at the convention of the Linguistic Society of America
are cordially invited to visit our booths (I and 2) in order to receive
our latest LINGUISTICS catalogue and examine our comprehensive
selection of titles.

HUMANITIES PRESS
303 Park Avenue South New York, N. Y. 10010



A Phonological Analysis of PresentDay
Standard English
by Bohumil Trnka

A new edition, completely revised and ,ipdattd
by the author. "There is enough raw data here
to keep a rule-writer busy for many moons, and
I am sure that [American linguists] will find
this book of more than just historical interest."

WILLIAM LABOV, Columbia University
155 pp., $7.50

The First Linco inland Conference on
Dialectology
edited by Jerry Griffith and L. E. Miner

This work is the first of a series of solumes
entering the proceedings of the annual Lincoln.
land Conference on Dialectology, which was in.
auguratcd at Eastern Illinois University on
March 27.28, 1968. Each Solume will include
all papers presented at the conference and a
full transcription of the colloquium following
the presentations.
188 pp., $7.50

THE UNIVERSITY OF ALABAMA PRESS
Drawer 2877, University, Alabama 35486

Principles of Phononwtrics
by Eberhard Zwirner and Kurt Zwirncr,
translated by ilernonn Bluhmc from the
2nd enlarged edition 0966)
Grundfragen der Phonometrie, first published in
1936, was recognized almost immediately as an
important contribution to scientific linguistics.
The second, enlarged German edition of 1966,
on which Hermann Bluhmc's authorized trans-
lation is based, contains many valuable addi
dons; it can justifiably be termed essential
reading for those interested in the philosophic.
historical approach of the German school of
phonometrics and in phonomctrica and plionolti generally.
The book provides a full account of the evolu-
tion of the scientific methodology on which
Zwirncr's work is based, and it places much cm
pliasis on the significant roles played in this
csolution by a number of European scholars
whose contributions have been perhaps insuffi.
ciently understood and almost certainly, insuf.
ficicnity appreciated by many scientific linguists
in the English speaking world. Even so, these
extensions of our knowledge are incidental to
the enunciation of Zwirner s own linguistic ap-
proach, which with emphasis and philosophic
cogency distinguishes between the structure of a
language and its realization in utterances a
distinction whose neglect has itiated, and per.
haps even insalidated, some recent linguistics
research in the United Stales.
Approx. 288 pp., $12.00

10% discount
for faculty

CENTER FOR APPLIED LINGUISTICS

1717 Massachusetts Avenue, NW., Washington, D.C. 20036

LANGUAGE HANDBOOK SERIES

Each volume provides an outline of the salient features
of a particular language and a summary of the Ian
guage situation and language problems of the country
or area in which it is spoken.

Bengali Language Handbook, by Punya Sloka Ray,
Muhammad Abdul Hal, and Lila Rey.
1966 137 pages $3.00

Swahili Language Handbook, by Edgar C. Polorne.

1967 232 pages $4.50

Arabic Language Handbook, by Mary Catherine Bateson.

1961 125 pages 13.00

Mongolian Language Handbook, by Nicholas Popp*.

1970 175 pages $5.00



41'4, Jr'? T1 OM

COrICOU2SC: ge-SrarES

Participants in Joint Book Exhibit

Appleton-Century-Crofts
Center for Applied Linguistics
Center for Curriculum Development
ERIC Clearinghouse for Linguistics, PoroMACRdoAt

Center for Applied Linguistics
Georgetown University School of Languages and Linguistics
Harcourt Brace Jovanovich
Harper & Row
McGraw-Hill
Prentice-Hall
University of Alabama Press
University of Chicago Press
University of Hawaii Press
University of Illinois Press
University of Pennsylvania Press

(1671


