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SUMMARY

A linear program for matrix algebra required it% a first course in

multivariate educational statistics was developed. The purpose of the

program is to enable graduate students to acquire, through. self -instruction,

sufficient knowledge of matrix algebra to meet the prerequisite of a course

in multivariate statistics of a type taught in a department of education.

This course introduces the student to multiple and partial correlation,

canonical corre4tion, and multivariate analysis of variance. It assumes

some knowledge of matrix operations, determinants, linear dependence and

vector spaces, and the characteristic equation of the matrix. The linear

program covers these topics.

Material from standard texts in matrix algebra was incorporated in

a linear program. The material was selected in the light of the experience

in teaching this subject and the reviews of this material in the multi-

variate texts.

A preliminary trial of the program was carried out with twenty-eight

graduate students from the University of Chicago and the University of

Hawaii. Analysis of errors made by the students and the reaction of the

students to the material was performed for the purpose of revising the

program. The revised material was given to another twenty-nine graduate

students of the Department of Education to read, and necessary revision

was made.
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INTRODUCTION

The sequence of educational statistics courses at many
universities includes an introduction to the use of multivari-

ate methods in educational research. The courses cover mul-

tiple and partial correlation, canonical correlation, multi-
variate analysis of variance, and component and factor analysis.
Since all textbooks and other literature in the field of multi-

variate analysis make use of matrix algebra, it is impossible

to teach the courses without assuming some knowledge of this

subject on the part of the students. Many schools with a theo-
retically oriented mathematics department have no course in
matrix algebra suitable for applied workers. Since it has

seemed undesirable to include a purely mathematical subject in

the education curriculum, we have had to depend on our students
to prepare themselves in matrix algebra by their own resources.
Although a number of conventional texts are available for this
purpose (Aiken, 1956; Browne, 1958; Horst, 1963; Ayers, 1962),

the students appear to need more guidance in approaching the sub-

ject than can be offered in a textbook. It was therefore pro-

posed to prepare a linear program, which will lead the student
through the material with essentially no errors.

In recent years several studies have been made of the

effectiveness of linear programs compared with other methods of
teaching. The results are still inconclusive, but the linear
programs definitely take less time than other methods to learn

the same material. Studies by Hughes and McNamara (1961),
Porter (1961), Hough (1962), and Smith (1961) are some of

the examples which confirm this fact. Bhushan (1966) also con-

ducted a study of the effectiveness of two methods of teaching
elementary matrix algebra and did not find any significant dif-
ference between the two, but the errorless program took signi-
ficantly less time than the dialectical program. This result

encourages me to believe that the student will find the pro-

gram an efficient way to prepare themselves in matrix algebra.

ota:;.;.4.4
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METHODS

,The contents of the program were taken from standard texts in matrix
algebra (Browne, 1958; Horst, 1963; Hohn, 1958; Kemeny, 1957; Murdock, 1957;
Schwartz, 1961) and were incorporated in a linear program. Professor Bock
who teaches a course in multivariate analysis at the University of Chi-
cago and multivariate texts of Anderson (1958) and Rao (1965) guided the
selection of the material to be included in the program. The contents
were divided into eighteen units. The program was revised on the basis of
the experts' suggestions.

For the evaluation of the material, it was given to the graduate
students of the department of Education, thirteen from the University of
Chicago and fifteen from the University of Hawaii, to read. They were asked
to read each frame, provide the necessary answer and compare it with the
one given just after the frame but masked with a piece of paper. If the
answer did not tally with the given answer, they checked it with a red
pencil and proceeded further. They were also asked to point out if they
had any difficulty in understanding any frame. At the end they were given
an achievement test. The mean achievement scores for Groups 1 and 11 were
30.5 and 29.0 which are much above the mean of the normally distributed
scores of the achievement test. The maximum possible score for the achieve-
ment test was 42. It indicates that both the groups learned matrix algebra
very well.

On the basis of their responses, the error rates were counted for
each frame. Those frames which had higher error rates (more than 10%) or
had ambiguity of language, were rewritten.

Thus revised materials were given to other graduate students of
the department of Education, twelve from the University of Chicago and
seventeen from the University of Hawaii, to read, and the above procedure
for revising the program was repeated. This time the students were asked
to note down the total time taken to read the whole material. The average
time to read the program is ten hours and thirty minutes. The revised
program is given in the appendix.

tx
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INSTRUCTIONS

Each numbered section in the text is called a "frame" and in most

such frames a written response is called for at some point. Following

the frame is the "answer" which is the correct answer. Therefore,

proceed as follows:

1. Use another sheet of paper to mark the printed "answer" while

you read the frame and write your response in the blank space.

2. Move the paper down and compare your response with the printed

answer. If they are identical, proceed to the next frame. If they

differ, mark your answer with a colored pencil mark, then proceed to

the next frame.

3. You can work according to your speed as long as you understand

the material well.

Co to the next page and begin your work.

WO



e ea,

Unit I: Definition

1. A matrix is basically a very simple way of organizing the numbers used to

describe the various kinds of information that come to our attention every

day. For example the scores of two students in three subjects can be written

conveniently as follows:

Subjects

JEng Math Hist
Students 1st 115 50

2nd 52 35

The score of the 1st student in History would be 31, and the score of

the 2nd student in Math would be 52. Thus a matrix is a rectangular array

of elements. The above matrix has 2 rows and 3 columns and it is said to

be a 2 x 3 (read 2 by 3) matrix. In the above arrangement, the numbers 15,

50, 31 form the first row and the numbers of., woe, soo form the second row.

The numbers 15, 1 form the first column, numbers 50, 52 form the second

column and the numbers form the third column.

14, 52, 35

31, 35
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2. The scores of Arithmetic, English and History of mid term exam of three

students are 6, 8, 9; 8, 10, 9; and 7, 8, 8 respectively. Arrange these

numbers in the following 3 x 3 matrix.

1st

Scores

Arith Eng Hist

soots

Students 2nd sees s
3rd too o/

. .1.10.....

6

(8

17

0

10

8

9

9

81

3. If a matrix has 3 rows and 4 columns, it is said to be x .......
(number) (number)

matrix.

3x4

4. If a matrix has n rows and m columns, it is said to be x

matrix.

7 .0 n x m

`4,4.Z:

41
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5. If a matrix happens to have the same number of rows as columns it is called

a square matrix. If there are 2 numbers in each row and column of the array,

the matrix is said to be a 2 by 2 matrix, or a matrix of size 2. If there

are 3 numbers in each row and column of the array, the matrix is said to be

a matrix of size ,...
(number)

3

6. If there are 4 numbers in each row and column of the array, the matrix is said

to be a by 00011000e matrix or a matrix of size OOOOO
(number) (number) (number)

...m....111114,

4 by 4

4

7. If there are n numbers in each row and column of the array, the matrix is

said to be an by matrix or a matrix of size

n by n
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8. The arrays

2 4f

9 i

and
1 .._, !

i

i3

J
are x . matrices, or matrices of size

9. The array

Aamom.....,

2 4 3

I-1 0 1

2 x 2

2

is a x 0.. OOOOO matrix, because it has rows and .. OOOOOO
(number) (number) (number) (number)

columns.

.....
2 x 3

2 (rows), 3 (columns)



10. The array

10

r- asp.

3 4

1 2

0 -5

is a 60001141.41 x ******* matrix, because it has OOOOOO rows and

columns.

,amyalima ........."11.100.4111.010

3 x 2

3, 2

Comment

Thus we have seen that the order of araatrix is given by stating first the

number of rows and then the number of columns in the matrix. If the number

of rows is the same as the number of columns, then the matrix is square.

Our idea is to consider such au array of many numbers as a single ob.jec1 ,

an arm, a matrix and to give the whole array a single name or symbol. By

regarding a rectangular array of numbers as constituting a single object,

a matrix, we will be able to handle large sets of numbers as single units,

thereby simplifying the statement of complicated relationships. Thus, we

might call our matrices of frames 8, 9, and 10 as A, B, C, and D.
__

C
3

=

2 4 3
A

2 1

2 -1 0 1

L J

etc.
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= -5.= -5.

11

.11.1.1111110.0M111.111.111.0...111..a1WOIMMIO.01.01.11011~1111001111411

13. In the matrix of frame 11, [E113, =

.5

0

3,4

.5

12. In '.he matrix of frame 11, the element in the fourth row and fourth column

-, and it can be written as 1 f

(number
Ei .,.,

is 69000 OOOOO

12. In '.he matrix of frame 11, the element in the fourth row and fourth column

is 69000 OOOOO

11

3,4

13. In the matrix of frame 11, [E113, =

11

0

.11.1.1111110.0M111.111.111.0...111..a1WOIMMIO.01.01.11011~1111001111411
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14. In the matrix of frame 11,

12

*****
=11

,IMIPIIMMENI.NOMIIMA.M.Y.M.0100.111111.1011.100..1111.1.0ROM

4

15. In the matrix of frame 11, the element of ith row and jth column can be

written as [El
0000.

ANOWIMIMMIMMIlmor amba.0111...

3

16. In the matrix of frame 11, there are OOOOO entries in one row.
(number)

5

17. In the matrix of frame 11, there are **0000410 entries in one column.

4
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18. In the 4 x 5 matrix of frame 11, there are ......... entries altogether.

20

19. In a 3 x 3 matrix there are OOOOO . entries.

9

4.411 .......1111.11.10101111111...

20. In a 3 x 4 matrix there are ........, entries.

12

21. In an n x m matrix there are ......... entries.

.=111111. 40.10.1.0...0.0.0140.ftwoMINMI111.0.

4111giuiagLsiwil6]:-,611i

n ra

.41101111.11011111111.144.0=0..."



22. In an n x n matrix there are ***** entries.

23, Let 1 be the matrix

then

(a) [I] 4,4 ' 000041,ISO

11.0.001.11,

0000MOOO



(c) [I] 4,3 =

15

OOOOO

0

(d) The elements of row three are ........, 000 OOO 2 O $ OOOOO $ P$

0, 0, 1, 0, 0

(e) The elements of column three are odoosollows

OOOOO

$

0, 0, 1, 0, 0

Wawrowlionorm...mrowas

(f) The element in both row three and column three is OOOOO .

1
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(g) The element [1 i,j = ........, when i = j

1

(h) The element (I) i,j = ........ when i ik J.

.1.1.11,1=111110111.41111011.11.68.

0

(i) There are ........ entries in the matrix.

011

25

24. If we interchange the rows and columns of a matrix then the new matrix formed

will be different from the original matrix and will be called its pansaal.

If A is a matrix then A' will be its transpose.

For example, if

3 2 (L
A then A' 3 -1

2 -1 0 2 0
.411,

The transpose of
VOA

1 3 4

t

00
91
.1110B 0 111

0000 04100
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1 2 0

3 7 3

4 2 -1

1.1.....1 1411104111.. 111
25. If a matrix is 3 x 4, then its transpose will be ........ x 0000040 matrix.

4 x 3

NVIII/71/11108MIIMIPRIVONIMINVINIIMEOMMII.1104

26. If in a 4 x 5 matrix there are 20 entries, then in its transpose there will

be entries.

20

0010.414041 .1+111m/wilimINIONWIIMONI.M.MmilMOMMIXIMI

27. If there is an in x n matrix, then its transpose will be x 41004110000

matrix and there will be entries in the tranpose matrix.

=1...1...

n x m

n m or m n



18

1. If

Unit II: Equality

MEM

of Matrices

3 3 1

A 2 5 and B 5 2

then

(a) The size of

-7

A is

3

to the size of B.

3

(word)

equal

(b) All the entries of A are the as the corresponding entries
(word)

of B.

same

(c) The two matrices A and B are said to be equal if

(i) A and B are of the same size.

(ii) All the entries of A are the same as the corresponding

entries of B.

Therefore matrices A and B are OOOOO

(word)

equal

n
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2. Now if

r4 3 11 3 1

A = ( 9 5 2 and B 2 5 2

1:7
3 0j 2 0

then

(a) The size of A is ...... to the size of B.

equal

(b) The entry of row and column ....... of matrix A is different from

the corresponding entry of B.

111=11111111.111111111111ININI,

3, 2

(c) Therefore all the entries of A are as the corres-
(same /not the same)

pcuding entries of B.

not the same

t



2j

(d) Therefore the matrix A is OOOOOOOO to the matrix B.
(equal/not equal)

not equal

3. If

4 5 I,

A = 2 5 9 I and B

then

L J

(a) The size of A is . OOOOO

4

= 1 2

L2

3 1

5 2

0 -1.1

to the size of B.

not equal

(b) All the entries of A are

responding entries of B.

1111...... 1100001111110 as the cor-

not the same

(c) Therefore matrices A and B are

not equal



4. Let A be an m x m matrix, let B be an n x n matrix, and suppose m n. Then

A is to B.

(equal/not equal)

1=,. 11.1.14

not equal

5. Let A be an m x m matrix, let B be an n x n matrix and suppose m = n, [A] i,j

[B] i,j for all i and j between 1 and n. Then A is to B.

(equal/not equal)

not equal

6. Let A be an m x m matrix, let B be an n x n matrix, and suppose m = n, I

= L.B.1
1
. .

.3

for all i and j between 1 and n. Then A is
2

(equal/not equal)

i2j

to B.
I

equal

7. Using the foregoing definition of equality, we can express certain relation-

ships more compactly, For example, the equation.

[x + 2y a + 3b

y a - bJ

-3

can be written in place of the four equations

x +2y = 4

x y = 1

a +3b = -3

h = 9



Express the following relationships in matrix form

x + y = 3

+ z = 4

z + w

w + x

where A =

***SO* **********

OOOOO 0



(c) a - 3b = OOOOOO

23

1

(d) 2a + 4b =

10 Let

B

(a) IBI j

r 1

0

0

0

0

35

1 1 1 1-

1 1 1 1

0 1 1 1

0 0 1 1

0 0 0 1j then

0 when i
(< or ))

II ; II (greater than)

(b) [B] j = 1 when i
(c: or_5)

(less than or
equal to)
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11. The zero matrix is a matrix all of whose elements are the number O. Thus, the

2 x 2 zero matrix is

02

The symbol On means the

0

0 0
MO.

ip zero matrix. Since one can always tell

from context that size zero matrix is being considered, the subscript is

usually excluded.

n x n
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Unit III: Addition of Matrices

1. To make the study of matrices meaningful and useful we must now consider

basic operations with matrices. In this unit we define and study sums of

matrices. Products will be considered later.

Let the scores of Arithmetic and English of three students for the

mid-term as well as for the final examination are represented by the

following two matrices A and B.

Arith Eng Arith Eng
r6

r9
3

1

1A= 8 10 B =
9

7

...7 8 13 6

Matrix A represents the scores of mid-term and matrix B represents the

scores of the final examination. Now to find out the sum of scores on both

the examinations for each student, matrices A and B will be added therefore

8 9 8 1

A + B= 3 10 + 9 7

- 7 (3 8 6

[6 + 9 8 + 8

= 8 + 9 10 + 7

7-: -3
.

8 + 6

16

17 17

15 14.

The rule for the addition of matrices is: The matrices of the same size

are added by adding each element of one matrix to the corresponding element

of the other matrix. Thus,

3

1 5

0000* 0.00



.111.

1 8 9

2. If A =
111 13 ;

of A and B, then:

(a)

C

26

112

16

151

I1P

and C represents the sum

1'3 25

23 28

(b) The size of the matrix A is

2 X 2 or 2

(c) The size of the matrix B is 041, OOOOOOOOO 00*

ryirrag.0411.11.1111116

2 X 2 or 2

(d) The size of the matrix C is 00000041 OOOOO 000

2 X 2 or 2
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3. Let

A =

2 3 li

27

and B =
-1 0 4

the sum of A and B, so thatand let C be

C =

...

r

1

2 1

3 -2

cll
e
12 C13

v..

c
21

c
22

c
23 , then

OW

(a) The value of e
11

= . ***** ....

(b) The value of
c22 = " " " "'

41.1.011.11/1011"..MMEMI"

-2

00./.01...=ww 1.........abm........1/01

1.

3

(c) The size of the matrices A and B is .. OOOOO ...

2 X 3

Immoll...1110.111.0.111.1111MINNOall.1111- ANIIIMMININIMIlamilMiliNNIIIII



it

28

(d) The size of the matrix C is

2 X 3

111.=11111101.111NO

4. The sum A + B of two m x n matrices A and B is the m x n matrix C whose

. .

entry in the ith row and jth column is the sum of IA i,j and pi i,j.

TherLfore,

(a) IA + BI
J 1,3

1
1B-

of

(b) [A

aro

1

331 ***** 00104i,j (entry of matrix C)

JOINIIIMININANIM11

ll..011.1=.0.61111.1.11.4111.11V.,

1,3

.111011/1/10MIIMI.



IP OOOOO

OOOOO

e
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(d) e22
= OOOOO 0

a
22

+ b
22

(e) c
31

=

(f)
e32 = ... OOOOOOO ...

IIIMMINIIIMIIM..1.1140.1.

a
31

+ b
31a31

11......m....mmomm

6. Let

then

(a)

A

A + 0 =

3

4

,

i
and 0

0

0

2 31

VI. r
01

1:1
4.1

4.

0 0

a
32

+ b
32

WIMMINIINIINIMM71111..111INWOOMIIINNAININ

00.0410

...
(write four entries)

, , 4,W

111.111m1/

1 2 3 i

411111, .



1

31

(b) Therefore A + 0 =
(name of the matrix)

7. Let

MOM,,OW.am.m..r.ww.m..tmoms, 1

I 1
0-

A = 2 -1 and 0 =

.3 4...
%..

A + 0 ON. 12

01

0 1

0 , then

000
it

(write entries)

A

OOOOO

(name of the
matrix)

-1 2

8. If A is an .m x n matrix and 0 which is a zero matrix is also of size m x n,

then

A + 0
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Comment

Ile have seen that if a zero matrix is added to another matrix (of course, both

of the same size), then the resultant matrix is equal to the non-zero matrix.

Therefore in matrix algebra zero matrix in addition is identity matrix as in

the algebra of real numbers 0 is the identity element for addition (0 +a = a)111
9.

Let A =

(a)

1

A B=I
4

2

3J

and B

21

31

f r2
iis

0

1.11M11041,811111' ANIONNONNE.Ar

1

IJ.

we

; then

Oda

.1 . 3

4 4

=ImPOIMINYE1111mMum.OommINIMaYftMMINNwaiNNWIad....11 V.1111
and

(b) B + A

SQ

-2

0

1 2
OW.

IMP

1

3

4 4



3/2 1/3 0 -1/2 2/3

1 0 and D = 1

4 j
...

1

111

1.410



(c) Therefore C + D =

D + C

IL Let A and B be two matrices of size m x n so that

A + B = C

and B + A = D

then

(a) the entry in the ith row and jth column of (A + B) will be

[A + Bji = + ,.
SO SO

+

(b) and the entry in the ith row and jth column of (B + A) will be

B + OOOOO + *dee*i)i

[B]ii +
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(c) The elements of a matrix are numbers, fAl and fBi
i)i

are elements

of ith row and jth column of matrices A and B, and therefore

are ******

...M.
numbers.

(d) Numbers are commutative with respect t addition, as 2 + 3 = 3 + 2 or

more generally a + b = b a. Therefore [Aii,i and [B]i,j are ...........

in addition.

commutative

(e) Therefore:

tAiioj Jr(B and[Bii,i -1-IA iisi are
(equal or unequal)

equal



rt

(f) But

r
A ji + LB]

(13 ji + ji,j

Therefore LC and [D

35

are and therefore C = D.

equal

(g) When C and D are equal then (A + B) and (B + A) are OOOOOOO...

.....110111100=1111IMM..ININWIMMIIIIM..

equal

12, Ile have seen that matrices A + B = B +A and therefore matrices of the same

size are commutative in addition. It is also true in the algebra. of real

numbers where numbers are commutative in addition, e.g., a + b =

f

b + a



13. Let r
11/2

A

L°
then

(a) B C =

B =
-1/6 4

0 -1/3.
and C

1/4

/6 4 10 -1/31

0 -1/31 11/4

owl

r
-1/6 11/3

[ 1/4 2/3

and

(b) A +B +C =A+ (B + C) =
1/2 2 1-1/6 11/3

L° L1i4
2/3

.601MOMmOrlYmall1111.1..

1/3 17/3 1

1/4 -1/3 .1

(c) Also
11/2 2

A + B = r
0 -1

rw

-1/6 4

0 '-1/3
1.

1

11/3 6

0 .4/3



'1/3 6
(d) And A + B + C = (A + B) + C =

0 -4 3 1/4

01101.010.1.11M1111101101.1110111.

r 1
1/3 17/3

1/ -1/3

(e) Therefore

A + (B ± C) and (A + B) ± C are

equal

14. Let A, B, and C be m x n matrices.

Then

(a) VA + B) + C rA + . = + + 000

41411111110

[Aji2j +fc}i2i

(b) And + = (A- + 133 CJ2j ii,j ,

ol.******

0,1010.111=1.....

. +1131 . +1C1
123 -JO i,j



(c) Now every element of (A + B) + C is equal to the corresponding

element of A + (B + C) and both sums are m x n matrices (are of the same

size), so (A + B) + C and A + (B + C) are

equal . "NOP.

15. We have seen that in matrices (A + B) + C = A + (B + C) and therefore

matrices of the same size are associative in addition. It is also true

in the algebra of real numbers where numbers are associative in addition,

e.g. (a + b) + c = . + OOOOO)

a + (b + c)
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Unit IV: Subtraction of Matrices

1. Let A be an m x n matrix. Then the negative matrix of A is the matrix

each of whose entries has the opposite sign of the corresponding entry

of A. The negative matrix of A will be denoted by the symbol -A. That

is, the negative matrix -A is defined by - :Lt =
'

.-A; .

If A and B are matrices of the same size, then the difference of A and B,

denoted by A-B, is the sum of A and the negative of B. That is, A-B is

defined as A -'... (-B).

If

then

(a) -A

A = -1/2 4

0 1.,1

** -1/2 4.1

0 1

owl

0
'MIS/

1/2 -4

0 -1

(b)

A .1 (-A) =
-1/2 4

0 1

r
1/2 -4

0 -1
~A
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(C)
-1/2 41

.4 .A)
,

=
0 1 0

2, If 0 0
0 =

0 0

then

-0= OS

0

0 1

= A

11.111111111111110110.4PMEMI

3, Letthen.[1/2 4]
A =

0 1
and B

[2

1

2

2

-1/2 4 9 2

(a) -(A+B) = MO

0 1 1 2 000011

[
111.

0111.

[3/2 6 [-3/2 -6]

.**0



fiL

(b)

(-A) + (-B)

el MI

=
-1/2 4

0 1

42

i

2

1

2

2

1 L .
1/2

0

-4-

-1

1.*2
1+ 1

Li
t.

-2'

9
-J

1 -3/2 -6

1

t.. 1 -3

(c) From the results of (a) and (b) what relation can be established between

-(A + B) and (-A) + (-B)?

a

-(A + B) = (-A) + (-B)

4. If A is an m x n matrix, then

IA + (-A)11 1.A =
3-

.

33 .1123 1,j

A, -A ; A, A; 0

5. In the above frames we have seen that

A + (-A) = 0

It is true for any size of A.
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6. If

13-3

:-.

2y -

4x -

3b

then.

(a) The value of x that satisfies the matrix relationship is

-411111MENIMINIINN,

(b) The value of y is OOOOO

-3

(c) The value of a is *********

INN .11....711M.1..11.

.111111 Vemn.rearlowoormilmr.

(d) The value of bis OOOOO *SOSO.

MD

-4

Tr TY' 1-- r

I

41111111,

-7

' stakkoale.' A:riortAktaavgo,",
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7. If

3 2 -3 4 8

4 -5 6

and B--
-2 6 -1

0 8 0 2 3

4 6 4 -1 8

I 1'1

then determine the entry in the sum A B that is at the intersection of

(a) the 3rd row cd 2nd column.

10

411.1111Milliamon IIIINNIM011111mmilMMIImMixr,

(b) the 1st row and 3rd column.

9

(c) the 4th row and 1st column.

711......111=Emm

8



8. Compute

1/2 1/3:

1/4 1/5'

9. Does the sum

3

i

1

3

2

3

1

make sense? OOOOO

45

1/6 1/7

1/8 1/9
ti

; 111

.1

2/3 10/21

3/8 14/45

1
i

i + I

2 1 1 0

2 I

No

10. Does the sum

: 3

1

! 3

make sense?

2

3

1

1 :

i

I

2 !

i

2;
;

+
!

,..

0

0

0

0

0

0

0

I

0 i

1

0
i

Yes



11. Compute

1 2 3

4 5 6

7 8 9

9

6

3

8

5

2

4 Aro

o 0

o o

0 0

0 10 10 10

0L. 10 10 l0

1 , 10 10 10

rt

0

0

0

0 -1

(Comment)

Insofar as only addition and subtraction are involved, the algebra of

matrices is exactly like the ordinary algebra of numbers.

Suppose A and B are known matrices of the same size. Now consider the

matrix equation X + A = B, where X is of the same size as A and B but is

unknown. If this equation involved ordinary numbers rather than matrices

we would simply add -A to both sides of the prmatinn. eoO,

X '1 A -:. (-A) = B -- (-A)

or X = B . A

It happens that we can do the very same sort of thing with matrices.
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12. If C and D are known matrices of the same size and Y.'. C = D, where Y is

of the same size as C and D but unknown,

then Y =

13. If
1

C =

3

then Y =

2

4 ;

P

D M C

...M. arrow. 4.1.1.....=1111.111.1111=10.111...41.1101.011116.11111.1MMEMEm

i .,
. i
1 1

i

3

and Y = D C

14. Solve the equation

X

for the matrix X.

OS ta, MO le

f... r.

1 1t I 3
1

,

I 1 I

i1 9I 14

' 000100
X

i.

C3

L

X .00

4 1

5 10

10.11.1.
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Unit V: Numerical Multiples of Matrices

1. Once we know how to add numbers, it is customary to define 2x as the sum

x + x, 3x as the sum 2x -'- x, etc. Fractional parts of x are defined by

requiring that (1/2)x- (1/2)x = x, (1/3)x (1/3)x+ (1/3)x = x, etc. All

of this can readily be done with matrices. If we add two equal matrices,

the sum is clearly a matrix in which each entry is exactly twice the

corresponding entry in the two given matrices. Thus

2 3 12 4 6 12(2) 2(3)

1-1 0 1-1 Oj -2 0 2(-1) 2(0)
'

The sum 3A = 2A A = A A A is equally clearly the matrix each of whose

entries is exactly three times the corresponding entry in A. The equation

(1/2)A (I/2)A = A defining the matrix (I/2)A is clearly satisfied by

the matrix each of whose entries is exactly one-half the corresponding

entry of A.

2. Compute

3

..41.11.11.00111

2 3 r

&

6

3. Compute
1/2

1:1

3

0
fee

110..011M.O.0.00.111111111.1111POPPIIIIMINVOINON.MICIOYMMINIM

1.71/2 0

1



5,-i

4. Let A be an n by n matrix and x any real number. Then the product of A by

the number x is the matrix whose entry in the ith row and the jth column

{.

is x times the corresponding entry A . in the matrix A. That is, the
1.0

matrix xA is defined by the formula

x P".).1,3

Notice that the product of a matrix by a number is another matrix.

5. Let x = 5,

then

(a) x(yA)

=

= 5

5

2 and A =

f2
[ e

1 3

2 1

0

(b) and

+

(xy)A = (5 x 2)

5

4 2

10 30

20 10

1 3

2 it 10

2

3

aw

10 30

20 10
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(c) From the results of Frames 5(a) and 5(b), x(yA) and (xy)A are OOOOO

.......1.1....111111111/011110

equal

6. If A be an m x n matrix the relation x(yA) = (xy)A will still be true as

is clear from the following

"

[x(yA)--1
1

.

2.3

. = +Ai
/ 2J

= x (y[A]
_I 1 12i

xyrAl = [(xy)A1Jilj isj

7. Again let x = 5, y = 2 and A = 1-1 3

then

(a)
(x + y)A = (5 + 2)

I II

0

7 21

14 7



(b) And

xA yA = 5
31

[2

52

1 31

[2
2

i 0 7 21 1

= I
14 7

1 5

110

13

5

12

1.4

(c) From the results of Frames 7(a) and 7(b) 'Cie have

y)A = (xA) (37A)

and it is true also vben A is an m n matrix.

3. If

then

3

111.1T ..i.........10.110MN.

(a) (-1)A = (1)
2

* ill

0



(b) and

53

(c) From 8(a) and 8(b) we have

(-1)A = -A

and it is true also when A is an m x n matrix.

9. Now let x 5, A =

[2

3 and B =

1

(a) x(A-1-B) =

41;



and
(b)

xA xB..= 5
1

2

54

5

10

15

5..j

10

-5

20

01

15

5

".1

35

5

(c) Therefore from 9(a) and 9(b) we have

x(A+B) = xA -ExB

and it is also true when A and B are m x n matrices as may he seen from

the following:
r I il ,

-I

x(A ,. B)i . . = xt A + Bi = xitA.b.., +031.11,j
.., 1,J L. J 1 xj

.1...

xl A
...

i .
1

x[B
iI ...-i,j i,J

=ixA+ixii
. ..

.i i,j

[XA
3

10. Also if x = 5, then (

x 02 = 5
0

0 0
02

0
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1111T=74747=1747,7417:747

11. It is true in general that any numerical multiple of the zero matrix is

the zero matrix, whatever the size of the zero matrix may be. It can be

proved easily by using our notation for the entries in a matrix as follows:

[lc 0
11.]

x fp:1 x 0 = 0

Therefore x On = On

12. When

A =

then

2

0 A = 0
I1

L2 0

ga0'

=0
2

13. The product of any matrix by the number zero is the zero matrix, whatever

the size of the matrix may be. It is seen from the following:

Using our notation for the entries in a matrix, we may simply write:

10 . o [AI = o
1-2.1

113

Thus 0 A = On



6
3A =

3

3
4B =1

1

12

24

0

36

20

-4

; 10
2C1 =1

1 i 14

-2

16 -2 I

(b) r.

4B 2C =
a

22 -2 20

33 52 -6



(c)

GO

3A - 4B -2C =

57

-16 5 -29 i

9r -52 18

15. Solve the equation

3 4 3 5 2

X -:. 0 0 0 0 3 0 X e

1 1 -1 1 2 0

for the matrix X.

°
X =

1

3

1

16. Solve the equation

I 1/2
z - I

i.1 /6

1/4 1 -1/2 -1/4

1/8 t. -1/6 -1/3

for the matrix Z
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Unit VI: Multiplication of Matrices

So far we have defined and studied:

(1) Addition of matrices

(2) Subtraction of matrices

(3) Multiplication of a matrix by a number

Now we shall define and study the product of two matrices.

The definition of multiplication of two matrices will be clear from the

following example:

1. Suppose in a University three departments--Education, History, and

English--require teaching faculty in three categories--Professors,

Associate Professors, and Assistant Professors. The following is

'the number of such personnel required in each department:

Associate Assistant

Departments Professors Professors Professors

Education 10 12 15

History 5 8 10

English 8 15 20

We can, if we like, arrange this table in the form of a matrix:

Personnel

r...A.-,.......1
U)

00
0

0
4-1

P4

U)

0
U)
C/3

CU

4-1
0

Ph4

0
U)
cl)

0

Education 10 12 15

Departments History 5 3 10 A

English 8 15 20



Suppose now the College has to pay the following money (in thousand dollars

for each personnel:
Regular Salary Summer Salary Transportation

Professor 20 4 3

Associate Professor 15 3 2

Assistant Professor 12 2 1

Again, we can arrange our information in the form of a matrix:

Expenditure

Professor
120

Personnel ' Assoc, Professor i 15

IAssist, Professor 12

4 3

3 2 = B

2 1

It is clear that by combining the above two sets of information, we can easily

compute the expenditure of each department for the three categories of expendi-

ture. That is, by correctly combining the entries in the two matrices, we

can figure out another matrix which will have only departments and expenditures.

(a) For instance, to compute the expenditure of regular salaries for the

Department of Education, we figure as follows:

Department of Education will spend for the regular salaries for:

10 Professors at the rate of 20 thousand dollars for one + 12

Associate Professors at the rate of 15 thousand dollars for one

+ 15 Assistant Professors at the rate of 12 thousand dollars for one

= 10 x 20 + 12 x 15 + 15 x 12 = 560 thousand dollars



We multiply each entry in the Education row of the matrix A'(reading from

left to right) by the corresponding element in the Regular Salary column of

the matrix B (reading from top to bottom) and then added all the resulting

products. This procedure is perfectly general.

(b) Thus, to find the expenditure of summer salaries for the Department

of Education, we multiply each element in the Education row of the

matrix A by the corresponding element in the Summer Salary column

of the matrix B and then add, getting a total of

10 x 4 + 12 x 3 + 15 "x 2 = 106 thousand dollars

Look at the example above and answer the following:

(c) To find the expenditure of the Department of Education for paying

transportation, multiply each element in the Education row of the

matrix A by the corresponding element in the Trans ortation column

of the matrix B and then add, getting a total of

=69 thousand dollars

=101.

10 x 3+ 12 x 2 + 15 x 1

(d) To find the expenditure of the History Department for regular salaries,

we multiply each element in the row of the matrix A by the

corresponding element in the column of the

matrix B and then add, getting a total of

x =340 thousand dollars

5 x 20 + 8 x 15 + 10 x 12

History, regular salary



61

(e) Find the expenditure of tLe History Department for summer salaries.

x + x x = thousand dollars

5 x 4 + 8 x 3 + 10 x 2 = 64

11111W111.1111

(f) Find the expenditure of the History Department for transportation.

+ x = thousand dollars

5 x 3 + 8 x 2 + 10 x 1 = 41

(g) The values which we have in (a) to (f) are some of the elements of

the matrix which is the product of matrices L and B. We can write

these matrices as follows:

15

L8

12 15

3 101 x 1 15 3 2

i 20 4

15 20 L.12

se.

10 x 4+ 12 x 3 + 15 x 2= 106 = b

5 x 4 + 8 x 3 + 10 x 2 = 64 = e

i

10 x 20+ 12 x 15 + 15 x 12 = 560 = a

5 x 20 + 8 x 15 + 10 x 12 = 340 = d

L
h

10 x 3 + 12 x 2 + 15 x 1 = 69 = c 1

5 x 3 + 3 x 2 + 10 x 1 = 41 = fl

3
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2. In the above frame the value of h can be obtained by multiplying each element

in the row of the first matrix by the corresponding element in the

(which row)

column of the second matrix and then by adding.

(which column)

MF,WA'aV44-744..

third
first

3. In the matrix above [frame 1(3)1,

(a) the value of i is

x + x + =117

3 x 4 + 15 x 3 + 20 x 2

(b) the value of j is

ti

x

3 x 3 + 15 x 2 + 20 x 1 = 74

C O M M E N T

The most concise description of the process of multiplication is: "Multiply

row by column." Very simply the rule is to multiply entries of a row by

corresponding entries of a column and then add the products. Thus, given
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two matrices A and B, to find the entry in the ith row and jth column of the

product matrix AB, multiply each entry in the ith row of the left-hand factor

A by the corresponding entry in the jth column of the right-hand factor B, and

then add all the resulting terms. If A and B are 4 x 4 matrices, then the

entry in the ith row and jth column of the combination matrix AB will be

rAl
21j t

. Bi, . Ai
,4

4.

OW

A B AB

....111111.

[1

0 1 x 5) + (2 x 6) (1 x 0 2 x 7)

3 6 7 i 1(3 x 5) (4 x 6) ( ) + ( x )1

write numbers

5.

I 1

2

-4

A

0

3

5

-1-

4

-2]

3 x 0;- 4 x 7

B AB

3 (4 0 + 3) (3 ± 0'+ 5) (....±....
(write numbers)

0 (8 -1 21 -12) (6 + 0 -20) (4 - 18 --: 24)

-5 (-16 +35 + 6) ( (-8

(write numbers)

2 + 0 - 6

-12 + 0 + 10

Y.0
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6. Let us try the following schematic device to explain iirdltiplication:

L

B

r 1

4..' 2
1 ,

./ Ai 1

,.

/". ." k ....,....1

,;- (-1,,,/
,

"\ -" ".--' /.
,,- /;. / ,

'\ r

i
./ -

/

/ /
A

,1-, /
/

/1
../>

AB

5 6 y
; r
ti

x , 0 x 2 + 7 x 1 5 x 6 + 6 x 5 + 7 x 9

2 3 4 12x1+ 3x2 + 4x1
(write numbers)

1,00X.POJI-e0OXIDOpejrod.exo00

MI%

9 x 6 3 x 5 + 4 x 9

We see that the matrix A is of size 2 x 3 while the size of B is 3 x 2. Though

the matrices A and B are not equal, yet there is an entry in each row of the

matrix A to match with each entry in a column of the matrix B, and conversely.

It follows that the product is not defined unless the number of columns in

the A matrix is equal to the number of rows in the B matrix. Mien the number

of columns in the left-hand factor equals the number of rows in the right-hand

factor, the matrices are conformable for multiplication.



then

(a) The number of columns in the matrix A is , and the number of

rows in the matrix B is , therefore matrices A and B are



8. Perform the following matrix multiplication:

1

4

2

5

U

1

1

2

0

1

1

1

2

3

00.041

17 5 14

1

38 11 32 1

59 17 50 1

t.

9. Perform the following matrix multiplication:

3

-1

2 3

1
o

9.

7

7

10. Perform the following matrix multiplication:

[

0 0^ x
1

0 1 11

x2 x3

0 1 01

:

Y2 Y3

2 z3

2 5

6 10

-2 -1



Y1 Y2

xl .x2

ui

x3

3

z
3

C O M M E N T

Let A and B be two matrices of order m x p and p x n, respectively. The

product AB is the matrix of order m x n, of which the entry in the ith row

and the jth column is the sum of the products formed by multiplying entries

of the ith row of A by corresponding entries of the jth column of B. The

definition of the product of two matrices can be expressed in terms of the

" notation" for sums. Recall that, in the 1::notation," we write the

3f p numbers as

S = x1 x + +
1 2

xp

S t. xi

j=1

In this notation, the product AB of two matrices A and B of order m x p and

p x n, respectively is the matrix whose entry in the ith row and jth column is

[AB = fli,k [BI,,i; which by expansion becomes
171

[Ali)1 [13312j [3]2
LA.

313 -Ppi2.1

I1



Unit VII: Properties of Matrix Multiplication

I. Let

0

0

then,

(a)

AB

and B
1 0

0

4

00

0

1=111.1=111111111111111111111

and

(b) BA =

it 0

01 1

11

0 01

2.

In tLe previous frame we saw that AB =

AB and BA are

0 0

0 1

and BA = 1

1 0

0 0

, therefore

(equal/not equal)

(not equal)

.,,,,n-mf.=1.1/MMII



and B

We saw in the previous frame that AB

therefore AB and BA are
(equal/not equal)

not equal



'"tfett.;..',,-Zels"x-r-tratr..

5. Let

A=

1

3

1

then

(a) 1

AB= .3

-1

7.:

2

1

2

and B=

I

i 1

4
f.

2

0

2 3'

0 1

i 9 2 5.

7 6 10

and

(b) BA =

....

1

4 0

2

3

2'

14

13

101

10 1

6. Again we saw that

9 2

1

AB = 7 6 101
1

and BA

7 -2 -11

are matrices
(equal /different)

4 101

3 101

therefore AB and BA
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different (or not equal)

C 0 M M E N T

We have seen that if there are two matrices A and B which are conformable for

multiplication, then their product AB is not equal to BA. Thus we have a

first difference between matrix algebra and ordinary algebra, and a very

significant difference it is indeed. When we multiply real numbers, we

can rearrange factors since the commutative law holds, e.g., for all values

of x and y, xy = yx. When multiplying matrices, we have no such law. We

must, consequently distinguish between the result of multiplying B on the

right by A to get BA and the result of multiplying B on the left by A to

get AB. In the algebra of numbers, these two operations of "right multi-

plication" and "left multiplication" are the same; in matrix algebra, they

are entirely different. Another way of putting this is: in general

multiplication of two matrices is not commutative.

7. Let
to 0 0 0

1 0

B =
2 0

A

Here A 00 and B 00.

But 0 0 0
AB =I

11
0.1 2

0

0
0

X."
,t.lt , -ui , J

11.111110.1.111111.0.



O. Let

A =

13

1 6

Here again

But

AB =

72

1

11

ariaand B
-1 3

3 -9

A 0 and B O.

6 2 3

9. Again, let

2 0.

A = 1 0

4 0

then

1 2

AB =1 1 1

-1 L.

1

and B

1

0 0 ()

0 0 0

1 4 9,
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COMMENT

We haVe seen that the product of two matrices can be zero without either

of the two matrices being zero. This is a second major difference between

ordinary algebra and matrix algebra. In ordinary algebra xy = 0 only if

either x or y is zero, but it is not true in matrix algebra because AB can

be zero even if neither A nor B is zero.

1/1/1INWIIIM*1111111111.111011110.7

10. Now let

A =

1

1

-1

2

1

4

0

0

0

2 B

1

1

2

2

1

2

3

-1

2

and

C=

then

31

2 1 2

1 0 1 1 I 0

0 2 2

and

(b) AC

1

= 1

cl

2

1

4

2

1

1 1J

...111.01.11111111M.O.

3 4

2 3 2

2 -7
..)
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3 4 1

2 3 2

3 2 -7

11. In the previous frame we found that

3 4 11

therefore AB and AC are

3

2 -7 2 -7

21 and AC 3 2

3

1

3

4

AB = 2

(equal/not equal)

equal

Here we sec that AB = AC, while A f 0, and B A c, while in ordinary algebra

if ab = ac then either a = 0 or b = c (cancellation law for multiplication).

Therefore, the breakdown for matrix algebra of the law that xy = yx and of

the law that xy = 0 only if either x or y is zero causes additional differences,

The cancellation law for multiplication for ordinary algebra can be proved

as follows:

(a) ab = ac

(b) ab - ac = 0,

(c) a(b- ) = 0,

(d) b-c = 0,

(e) b = c.

For matrices, the above step from (c) to (d) fails and proof is not valid

for matrices.
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COMMENT

Let us consider another difference. We know that a real number tal can have

at most two square roots; f.,711at is, there are at most two roots of the

equation xx = a.

Proof, Again, we give the simple steps of the proof:

(a) Suppose that yy = a; then

(b) xx = yy,

(c) xx-yy = 0,

(d) (x-y) (x+y) = xx (-yx ÷ xy) yy,

(e) yx = xy.

(f) From (d) and (e), (x-y) (xy) = xx-yy.

(g) From (c) and (f), (x-y) (.1cy) = 0.

(h) Therefore, either x-y = 0 or x y= 0

(i) Therefore, either x = y or x = -y.

For matrices in general, statement (e) is false, and therefore the steps to

(f) and (g) are invalid. Even if (g) were valid, the step from (g) to (h)

fails. So the proof is completely wrong if we try to apply it to matrices.

In fact, it is false that a matrix can have at most two square roots.

12. Multiply the following:

0 x 0

1/x 0 1/x 0 10 0 0

1 o

0



0

Therefore,
11/x 0

and

76

0

are the square roots o
1/x 01

If we give different values (except 0)

roots of
1

0 1

0

1 0

L°
to x, we can get different square

1 0

Thus the very simple 2 x 2 matrix

infinitely many distinct square roots.

0

has

13. Let A and B be two matrices of equal size, then

(A + B) (A + B) = A
2
± AB + BA + B

2
A A

2
+ 2AB + B

2
,

because in general AB and BA are
(equal/not equal)

1

not equal

14. Let A and B be two matrices of equal size, then

2
(A + B) (A - B) = A - AB -i. BA - B2 A A2 - B2, because in general AB

and BA are
(equal/not equal)

not equal

15. Let

A
0 2

and B

(a) the sum of A and B is

A + B =

1 0

1 2

then







(h) Now
-6

+ B) (A B) = i

15_

79

and A
2
± 2AB + B

2
=

2 .
2

therefore (A + B) (A + B) is to A + 2AB + B
(equal/not equal)

(i)

(1)

-7 1

16J

(A B) (A - B) =
-11 I 0

1 41

not equal

2 2
1 -3

0

A - B

(k) Now
1

1 -2

(A B) -B) =I and A
2

-

174 -1

is to A
2

- B2.

(equal/not equal)

-31

0/

-3

0

.1.=aMMINYN.

then (A + B) (A - B)
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not equal

rte;

16. Let

then

o
A =

1

2
A

o

0
0

0

17. Let

then

A =

A2 =

10

10

0

(n = any real number)

a 0

0

0

18. Let

A

then

(a) AB

2I

21

4

and B =

=



' ttMtteat41.7.-." ---ta,tr, IMI74,7077.R477,0r1,w47,- r

..OMIIbmarome.--.

(b) f 1 0 1 1

BA = 1

-1 1'
:

1 J;
t D

i
i

81

-1

1 4

I

it

2

(c )

(AB)A =

L -1

2' 2

4 4

1 0

5

' 11

6i

14!

(d)
1 2

(BA)A = 1I
i

2 2; ; 3
i

I
ri =

4 I

101

107

8 12



^".
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19. Let

A =

then

1

4

i
5

3

1i

11

2

6, i

2:
.i

and I =

i 1

0
i

i 0
L

0

1

0

0

0

1

(a)

AI =

G o r

;

1 6 0 1 o

1 2! ± 0 0 1 ,

= A

and 1 0
-.,

0
1

i(b) IA = 0 1 0

0 0 1;!

3 2

I

1 4
1

1 6 =
i

`5 1 2

INIIIMM.M.11141114,

41000 = 0001 OOOOO
(name of

the
matrix)

1 3 2

4 1 6 = A

5 1 2



Therefore

(c) LN = A = AI

20. (a) Let I 1

A =1 2

then
11

p /2

(b) Now let

then

1

IA = 0

o

4

5

3 6

51

6

arid 1=

1 0

0 1

0 0

0

1

0

0

0

11
.1

}1

!2

t3

C3

r.

[

0 1

t

,

01 and A =

I

1

1.

1

2

3

1 4

2 5

3 6

t=

(name of the matrix)

51 = A

6j

(name of the matrix)

1 4

1 2 5 = A

,3 6t



ZWgiTrOW.IWVA.

(c) Therefore

AI = A = IA

84

COMMENT

We have seen above that the matrix I when multiplied to the matrix A (either

on the left or on the right) just gives A back again. The matrix I is called

the unit matrix, or the identity matrix for multiplication. The unit matrix

for the multiplication of matrices plays the same role as the number 1 does

in the multiplication of real numbers.

The matrix 1 0

I
2
=c

(For all real numbers a, la = a = al.)

r.0 1

is called the unit matrix of size 2. The matrix
11 0

1
3

= 0 1 0

0 0 1

is called the unit matrix of size 3, and so forth.

In general, the unit matrix of size n, which we may denote by the symbol In

is the matrix whose entries are

IIn ij = 0 if i j

II = 1 if i = j, that is II! = 1 for every j.ni i2j

Now let A be an n x n matrix. Then by definition of multiplication, the

entry in the ith row and jth column of the product AI is

Ali,2 III22i

Since [Ilki = 0 whenever k is different from j, every term but one in this

last expression is equal to zero and drops out, and we are left with just

one term: 1 since 01 = 1, fAl. fIli,j At. Thus
1.32.1 ! J123 1123

the entry in the ith row and jth column of the product AI is simply fAi

Thus AI and A have exactly the same entries, and therefore AI = A.

Jr! Al
1i,n I In,j



Similarly

F 1

= I la

Thus IA = A

85

Ji,11A II! b)
1,3 i,2 I2,3

.A . .; Since I,. , = 0 when k i
, ti,3 1,1(

,i; Since fI! = 1

and therefore Al = A = IA.

1

;

21. Compute

0 0
fIT 0 0

0 1 0 0 1 0

1/n 0 0 1/n 0 0

1

name of the
matrix)

0

0 1 0;= I

0 0 1

22. In the previous frame we saw that

therefore

0 0 0

1 0 0 1

0 0 lin 0

i 0 0

0 1 0

1/n 0 0

Oi= I

1

0j

is the of I
1

square root

Notice that giving infinitely many values (except 0) to n, I can have
infinitely many square roots.

At/



23. Let

then

5

2

8

and I =

86

1 0

o

o o

(a)

AI=

4

1

2

5

2

n
cr

6:-

3

9

1

0

o

0

1

0

0

(name of
the matrix)

4 5

1 2 3 = A

_7 8 9,

(b) 4 5 6-1

I

(AI)I =1 1 2 3'

I. 7 8 91

1 0

0 1

0 0

.
(name of
the matrix)

(c) 1 0

1 P--f 0

0 0 1

1 o 6

o 1 0

o o 1

4 5

2

7 a

............11...11=1111111111111111111111111NIMI

A

(name

of the
matrix)



A(I1) = 1 2 3

7 8

5 6(d)

((AI)I)I =

(name of
the matrix)

(name of
the matrix)



1
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Unit VIII: The Laws of Matrix Multiplication

We saw in the previous unit that two basic laws which govern multiplication

in the algebra of ordinary numbers break down when it comes to matrices.

That is, we are faced with the

Breakdown of the commutative law: The product AB of two matrices may be

entirely different from the product BA of the same two matrices.

Breakdown of the law of cancellation: The product AB of two matrices may

be zero even if both factors A and B are other than zero.

Aside from these two laws, most of the other basic laws of ordinary algebra

remain valid for matrices. These laws will be stated in this unit.

1. Let
2 4 -2 2 1/2 3

A- B = and C
0

,

1 ] 0 0
-3

1

then

(a)

=
12 4 21 rm..

AB 01 00

4

00

(b) 1/2 3

(AB)C =
0 0 -3 1

l'-'[

t&v..-sviudvviiga",
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-14

0

iYe

(c)

BC =
2

0
IOW

(d)
A(BC) =

0 0

14

0

2. In the previous frame we saw that

[14 -8 114 -
(AB)C =

0 0
and A(BC) =

0 (3t

1

therefore (AB)C is to A(BC).

equal



ynr' TeteTA,

90

AB(C) = A(BC) is also true in general. It is similar to the associative

law of multiplication of ordinary algebra where (ab)c = a(bc).

3. Again let
2 4 2 1/2 3

A=
0 1 ..

$

0

, and C =
3 1

(a) _

B + C =
-2 21

+
1/2 3

=

0 0 -3 1

then

411,

-3/2 5

-3 1

ong

(c) 2 4-1 i -2 2

AB = i

0 1 I 0 01
,

r

,:,41,79+MAW.gt,



-I- AC =
4-1 -11 10

AB
-4

0 -3 1

(f) Now

A(B + C) =

therefore A(B -1-

-15

-3
L
C) is

14

l
-15

, and AB + AC =
-3

to AB + AC.

14

1
-



Also

(B + C)A =

(g)

LO
11

(h) 2
BA =

(1)
CA =

1/2

-3

3

1

(i)
BA CA =

11-4

0

2 4

0 1

-61 1 5

0 -6



(k) Now
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-1 -3 -1
(B + C)A =

[

, and BA CA
-6 -11 -6 -11

therefore (B + C)A is to BA + CA.

equal

In the previous frame we figured out that

-15 14
A(B + C) = , and (B C)

-3 1

therefore

A(B C) and (B + C)A are

not equal

5. Also we figured out previously that

141 -1
AB AC =

1-3

and BA + CA =
-3 1 -6 -11

therefore

(AB + AC) and BA + CA are

not equal



-41
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COMMENT

If A, B and C are matrices of the same size then A(B + C) = AB -1 AC which

is called left distributive law of multiplication with respect to addi-

tion and is similar to the ordinary algebra distributive law (a(b + c) =

ab + ac).

And

(B C)A = BA CA which is called right distributive law of multiplication.

Since multiplication of matrices is not commutative, we cannot conclude

that the left distributive multiplication is equal to the right distributive

multiplication, i.e., A(B + C) (B + C)A, though it is true in ordinary

algebra where multiplication is commutative and therefore

a(b ± c) = (b c)a.

6. Let A, B, and C be n x n matrices. Then

[(MB ± C)] i,j = [Ali,i [B + Cl 1,i -14 ,
4

[B + CI -1-
...1. 2,j

,-

[Al.
n 1B + C.1n,j9 -.

. )44 tLB.112j )1- (CI l'4A j riBb . ..,_ [c12 :t
J., i.221._ 23 . _ 0./

-410. 31 Bin . -11C I .
;7.. 3.,n ,3 ., ..n2.1

=.!, I A 1.1 1 I Bli +FAT; 2 1 1312. .., -1
y. J--2 . ...) 2J I. 14-, . XJ

+ 3 1
A.11.0. [C-

1,j
41:

= + EACli

= [AB 1,3

Therefore, A(B + C) is equal to

!-C 12,j

II1
rB i 'ILA-:.;

n ; 7, n,i(4 JA,5

J.1
..

l. 11 Cin
ts-

Ili .... i(i. _

J

AB + AC
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7. The formula

A(B C) = AB -,AC

is for matrices.
(correct/incorrect)

correct

8. The formula

A(B C) = BA 0,, CA

is for matrices.
(true/false)

false

9. The formula

A(B C) = CA

is for matrices.
(true/false)

false

10. The formula

(B C)A = BA -',- CA

is for matrices.
(correct/incorrect)

correct
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11. Let

A

0
B

2 -1
and C

4 1 3

then
1 01 1

(a) A(B C)
2 1 2

1

2 4..

rl 1

2 3

1

0 I

3I [3 0
C

! 3 612118 24

and

(b) AB AC =

1

3

1

2

0 1 1

2 3

-1

8 10

2 1

10 14

3 0

18 24



-.- - -,,0=,... "az *.-4.4Y-
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(c) Now
3 0 3 0

A(B C) , and AB ± AC =
13 24 18 24

therefore A(B C) is to AB AC.

12. Let

then

(a)

Alm

equal

0

c=
[.

0 0

AB=
0

U

and B

0 0

1j

0 0

(b)

BA
01 1 0

1 0

We notice that
AB 00 but BA = 0

1

1.0

0 0

0

$11
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This illustrates both the failure of the commutative law of multiplication

and the breakdown of the law of cancellation.

13. Let

A

then

(a)

a

a

AB =

-b

and B=

-d

c d

-d

0 OOOOOOO

ac bd

-be - ad

ad + be

-bd + ac

and

(b)

BA
a

ca - db cb + da

-da - cb -db caj

(c) We figured out that

ac bd
AB =

-bc - ad

ad + be

-bd -1-

, and BA =
ac

[

. ca - db cb + da

-da - cb -db ± ca

It shows that AB and BA are

(equal /unequal)



equal

It is due to the special arrangement of a, b, c and d in two 2 x 2 matrices

that the commutative law for multiplication holds good only in this

arrangement.

17.



1

and

(b) BA =

0

a

100

(c) Therefore AB = -BA

If AB = -BA, A and B are said to be anticommutative,

16, Let

A

then

2

4

AA - 5A + 21 =
1

4 3

12
-5

2 1

+2
1 0

4 4 3 0 1

(name of the matrix)

8

20

5

13

-10

-20

-5

-151

2

0

r0 01
=

10
It shows that A satisfied the equation AA-5A 21 = 0

1.,...



-x -14x 7x

0 1

4x -2x

then

0 0

(multiplication of two matrices)

0 -10x+2 5x
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Unit IX: Powers of Matrices

Since matrix multiplication and ordinary multiplication are similar in

many important ways, we can define the powers of a matrix in the ordinary

way. Our definition shall lead us to the basic laws of eponents.

We define A
2
= AA, A3 AA2, A4 = A.A3 etc. That is, we make the induc-

t

five definition: A2 = A'A, AAn.

It is elso convenient to take A 1
= A and A

0
6. I.

1. Let A be any matrix. Then

A2 A 3 = (AA) (AAA) = AAAAA =

What does x equal?

AX

x = 5

2. Let B be any matrix. Then

(B2)3 = (BB)3 = (B'B) (B.B) (BIB)

= BBBBB.B = BY

What does y equal?

y 6
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3. Let A be a matrix. Then

An. Am

COMMENT
It should be noted that the law of exponents applies only to powers of a

single matrix A. We cannot conclude that

ABAB
2
= A

2
B
3

,

since this would involve rearrangement of factors. Such a formula can

very well be false. Care must be taken to keep the factors in a product

in correct order.

On theother hand, a formula like

ABA2piA4B2A ABA7B2A,

which involves only the law of exponents and not the rearrangement of

factors, is true.

4. Let

=

then

(a) AAB

and B

rIr

2 2 1 1 -1
1

0 3 0 3 Ii 4.

1 -1

4





105

5. In the previous frame we figured out that

[9 30 r ,

9 16 6 9 and BAA,
AAB =

, ABA =
2

6 39
1

Therefore AAB, ABA and BAA are all

6. Let 0 0 01

A = 1 0 0

then

2 -1 0

(a) 0 0 01 r0 0

A2= 1 0 0 1 0 0i =

2 -1 Ow( L2 -1 0

4 -4

4 41

L4

different
(not equal)

0

0

L -1

-4

41

0 0

0 0

0 0



(b)

A
3

= AA2 =

136

-0

1 0

2 -1

0 0

0 0

SOW

0

0

0

0

0

0

0

0

0

0

A matrix B is called nilpotent if some power of B is 0. Therefore in the

above frame A is a nilpotent matrix, because A3 = 0 and A51 0.

7. If

A
6

-4 -6

9

then A
2

=

0

0 0

Therefore A is called matrix

nilpotent



u. Let

1 0

A
0 1

0 0

.107

St

then

A2

1

0

0

0

1

0

0

0

0

I
1

0

0

0

i
A.

0

0

0

0

.....

WM.

(name of
the matrix)

1 0

0 1

0 0

A

If B
2
= B, B is said to be an idempotent matrix. Therefore in the above

frame A is an idempotent matrix because A
2

= A.

9. If

A

-2

-1 3

[1 -2

-4-

4

-3

then A
2

=

f
2

-1

1

-2

3

-2

Therefore A is called matrix

-4

4

-3

idempotent

COMMENT
Let A and B be matrices of the same size. Then

(2A) (3A) = 2((3A)A) = 2(3(A.A)) = 6A2
and (2A) (3B) = 2((3A).B)= 2(3(AB)) = 6AB
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Note that we continue to pay careful attention to the order in which the

matrices come. 6AB must be distinguished from GBA; only the numerical

factors, and -not the matrix factors, of a product may be rearranged.

All...10.11.1111.111.111111111."

10. Let A and B be the matrices of the same size. Then

(6A)(3A)(B)(4) =

(after multiplication)

72A
2

B

11. Let A and B be,the matrices of the same size. Then

(A3)(6A)(5B)(A.2)

(after multiplication)

IIIM0111111110+ .1111=1.1111

30A4BA2

12.. Let A and B be matrices of the same size, and let x be a real number. Then

x(AB) = (xA)B = A(xB).

Note that this formula permits free rearrangement of the numerical factors

in a product.
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13. Let A and B be two matrices of the same size and these do not commute,

AB 0 BA. Then

B)3 = (MB)(A±B)(A±B)

= (A-: B) (A (AB)-:-B (A-FB) )

= (A.)a)(

= A (A2'- AB-:- BA :-B2 )+B (A2-: AB-;-BA-!-B2)

= A3 -1- A2B -:- ABA AB2 BA2 -:- BAB -:- B2A B3

i.e. 2

2
A -;AB--:-BA+B

2

COMMENT
We have seen that in matrix algebra

(A1B)3 A34A2B+ABAJAB

And there we must stop. If A and B were numbers we could add A2B-1-ABA+BA2

to get 3A2B, and AB2 cBAB.1-B2A to get 3AB2. But this involves a rearrange-

ment of factors which is permissible for numbers, impermissible for matrices.

This simple counter-example rules out the possibility of there being a

binomial theorem for (non-commutative) matrices. Therefore the break-

down of the commutative law for multiplication for matrix algebra makes

another difference between matrix algebra and ordinary algebra. In

ordinary algebra where binomial theorem holds good (a+b)3 would have been

expanded very easily without multiplication, with the help of the binomial

theorem as follows:
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(a+b)n = an;nan-lbn(n-1)
2:

(where n! = n(n-1)(n-2) 3.... 3.2.1)

Using this binomial theorem

(a -;b)3 = a3+ 3a2b+3ab4b3

,11.W.,;-G7C74111AVFWq-"Wt, ,

14. Let A and B be two non-commutative matrices of the same size. Then

(A+3B)2(A-2B) = ( (11-2B)

= (A2-1-3AB-:-.3BA-!-9B2)A-:-(A2+3AB+ 3BA+9B ) ( -2B)

.."-ofoos4-1- 41M

A2 3AB-:-3BA+9B2

A3+3ABA+3BA29B2A- 2A2B-6AB2-6BAB-130

15. Let A and B be two non-commutative matrices of the same size. Then

(A+B)(2A+3B)(.A - 3B) = WB)(2A(A-3B) -: 3B(A-3B))

(A±B) (

= A(2A2-6AB:-3BA- 9B2) -',.B(2A2-6AB-1,-3BA-9B2)

-;- +

2A
2
-6AW,3BA-9B2

2A3-6A2B+3ABA-9AB22BA2-6BAB4-3B2A-90



r
.

*

(name of the matrix)



1

0

0

112

-3

3

0

2f

13. We saw in the previous frame that

.A2-JA 21 =, 0

therefore A the equation A
2
-3A -7.- 21 = 0.

(satisfies/does not satisfy)

19. Let 1 1 0

A = 0 1

Ll 1

then.

(a)

A2

0

1

1 o

G

satisfies

11,



a



(d) It shows that A3-2A2+I = 0, therefore A satisfies the equation
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1

[ 14/x -4/x -2

-15 4x

[

0 0

= = 0

0 0

+
0

2
(b) Therefore, A -2A-3I = 0.

It shows that A satisfies the equation

A
2
-2A-31 = 0

No matter what the value of x the matrix A satisfies the equation

A2-2A-31 = 0, and therefore this quadratic equation has infinitely

many distinct 2 x 2 matrices as roots.

COMMENT
We have seen that the law of exponents is the same for powers of a matrix

as for powers of a number and that numerical factors in a product may be

rearranged at will. Moreover, we know that the laws governing addition

and subtraction of matrices are just like the laws governing addition

and subtraction of numbers. It follows from all this that the algebraic

rules for manipulating expressions which are made up out of sums of

powers of a single matrix A, multiplied by arbitrary numerical coefficients,

vitt--

are just like the algebraic rules for manipulating ordinary polynomials.

Thus, for instance
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(A4-2I)2 = A.A+A.21+21.A+2I.2I

= A
2
JAM-4i

just as

(x+2)2 = x2+4164

and

(A-I)
2
(AJA) = (A-I) (A2-I)

= A
3
-A

2

just as

(x-1)
2
(x+1) = (x-1)(x

2
-1)

= x
3
-x

2
-x+1

21. Factor the following polynomials in A into a product of first-degree

polynomials in A:

(a) A
2
-I =

(A-I)(A+I)

(b) A3+3A2:-3A41 =

(A÷I)3

(c) A2-4M -4I =



(d) A
3
-A

2
-2A = $(A2 -A-2I) =

117

(A-2I)2

A(A-2I)(A-14)

(e) A
4
-5A

2
+41 = (A

2
-41) (A

2
-I) =

(A-2I)(A4-2I)(A-I) (A-11)

22. A matrix satisfying the polynomial equations

(a) X2-5X+6I = 0 is

(X -3I) (X -2I) = 0

X = or X =

X = 31 or X = 21

(b) X
3
-6X

2-1-12X-81
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Unit X: Determinants

So far you have learned addition, subtraction, and multiplication

of matrices. Now before proceeding to division, we will discuss an

operation applicable to the elements of .a square matrix that leads to

a scalar value known as the DETERMINANT of the matrix.

A determinant is a polynomial of the elements of a square matrix.

The notation for the determinant of the matrix A is IAI. Determinants

are defined only for square matrices--the determinant of a non-square

matrix is undefined and does not exist. The determinant of a matrix is

a scalar. Obtaining the value of IA, by adding the appropriate products

of the e2ements of A is referred to as evaluating the determinant, ex-

panding file determinant or educing the determinant.

1. The determinant of a 1 x 1 matrix

A = [ai

is written as

1A1

Note that the determinant of a 1 x 1 matrix is the value of its sole element.

2. The determinant of a 2 x 2 matrix

B =

is written as

II

11

b
21

b
22
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b11

b21

b12

b22

3. The determinant of a 2 x 2 matrix consists of the product of the diagonal

terms minus the product of the off-diagonal terms. Hence in general

I A I
ca d

ad - a...

be

The determinant of a 2 x 2 matrix

I a I
3 7

17 20

- 59

3x20 - 7x17

5. The determinant of a 2 x 2 matrix

10 1.6

5 -9.2
I B =
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6. Evaluating the determinant of a 2 x 2 matrix is known as the evaluation of

a second-order determinant. Evaluating the determinant of a 3 x 3 matrix

is known as the evaluation of a determinant.

third-order

7. A third-order determinant can be evaluated as a linear function of three

second-order determinants derived from it. Their coefficients are elements

of a row (or column) of the main determinant, each produr4- being multiplied

by J.1 or -1. For example the evaluation of the determinant of a 3 x 3

matrix

all a12
an

IA'
a21

a
22

a23

a
31

a
32

a

based on the elements of the first row, all, a12,
and a13, is

IAI = a11(J.1)
a22

a32

a23I

a33

Jral2(-1) I

Ia31

a
21 a23 rral30-1) I

a33

a21 a22

a31
a
32

= a
11

( ) -a
12

( )' -a13(
(evaluation of 2nd-order determinant)

(a22a3 (a21a33- a23a31); (a21a32-a22a31)

alla22a33-alla23132-a12a21a33+a12a23 a314.a13a21a32-a13a22a31
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8. In the previous frame second-order determinants

a22
a
23

a
32

a
33

a21 a
23

; and

a
31

a3

a21
a22.

a
31

a
32

which are obtained from the determinantiAl are known as minors of the

elements all, a
12

and a
13

respectively, where all,

the elements of the 1st row of the determinant

al2
and a

13
are

9. The evaluation of the determinant of a 3 x 3 matrix

4 5 6'

IA1 = 2 3 1

8 9 7

= 4(+1)

= 4( )

1-5(-1)

= 4x12-5x64.6x- = -18

)±6(

2 3

8

(21-9); (14-8); (18-24)

10. In the previous frame:

(a) Second-order determinant

1

9 7

is the minor of the element in the determinant I A



1[1

GI
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4

(b) The minor of the element 5 in the first row and second column of

the determinant IA is

2 1

1 8 71

(c) What is the minor of the element 6 in the first row and 3rd column ?

11. The determinant

I Al

4 5 6

2 3

9 7

3

9

can also be expanded based on the elements of the second row, 2, 3 and

1. The expansion will be

9 7

-1-3-1)

'3 7

+1(-1)
3

IAI = 2(-1)
5 6 4 6 4

C

= (- 2x- 19)+(3x -20)- (1x- 4) = -13
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(35-54); (28-48); (36-40)

12. The expansion of the determinant

IA I

based on the elements of the 3rd row, 8, 9 and 7 will be

4 5 6

= 2 1

8 9 7

IAA = 8(+1)

+9(-1)

8( ) -9( ) +7( ) = -18

3 1 2 1 2 3

5 6 4 4 5

(5-18); (4-12); (12-10)

COMMENT
The method of expanding a determinant which we have learned in the

previous frames by using elements of any row can also be applied to the

elements of any column. No matter by what row or column the expansion

is made) the value of the determinant is the same. This method of ex-

panding a determinant is known as expansion :by the elements of a row

(or column) or as expansion hy minors. The (+1) and (-1) factors are

decided on according to the following rule: if A is written in the form

6
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Atl,theproductofaijand its minor in the expansion of the

+ j

determinant 1AI is multiplied by (-1) 1 Once a row or column is

decided on and the sign calculated for the product of the First element

therein with its minor, the signs for the following prcdiActs alternate

i±j
from plus to minus and minus to plus. The product of (1) to the

corresponding minor is known as the cofactor of a in I A I.

13. The expansion of a fourth-order determinant is an extension of the ex-

pansion of a third-order determinant which you have learned. Thus in

the expansion of a fourth-order determinant

by the first row

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

(a) the minor of the element 4 is

5 6 7

9 10 11

13 14 15

-
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(b) The product of the element 4 with its minor is multiplied by

(-1)

a

(-1)1
+4

14. The expansion of the determinant

1

o.

13

2

6

10

14

by the second column is

-:-14(÷1)

3 4

7 8

11 12

15 16

1

1

I

I

= -2( 5x1
( .

'

-3

+6 ( ±1)

.

-7x +8x

I

lx

+10(-1)

555.1-3x1:55 55: 514141 000j 0.0 410

1000

00 ,0041

+4x
O 0. POO

=-10(176-180)+14(144-156)-16(135-143)+6(176-180)-18(144-156)

-:24(135-143)-10(112-120)+30(80-104)-40(75-90-1-14(84-88)

-42(60-72)+56(55-63)=0



5

2(.4),
3

9

113

I 111

=-g5x
[ 15

7

0

15

7

11

15

12

16

8

16

0

12

16

x

-3x

-:-6(-:.1)

,

9 12

13 16

5 3

13 16

1

9

13

jr3x

-1,-4x

126

3 4

11 12

15 16

9 11

13 15 ,r-

13 15
:

+10(-1)

)

:-.6 lx

i

+14 ilx

11

15

1 3

5 7

13 15

12

16

7

11

16

-3x

0

12

4

0

-3x

+14(-

9

13

121

16

5

9

-1)

12

5 7

9 11

9 lf
13 15

8 : -4x

8

12

9

71
11 I

COMMENT
The method of expanding a determinant used in the previous frames

for expanding determinants of third-order and fourth-order, can be used

for the expansion of determinants of any size. The determinant of an

n x n matrix A = fa.] is obtained, by considering the elements of any
13

one row (or column), as follows: multiply each element, aid, of any

row (or column) by its minor, INA, the determinant fromIA

by erasing out the row and column containing aij; the product

by (-1) ; add the signed products and their sum is the determinand Al.

This expansion is used recurrently when n is large, i.e., each

is expanded by the same procedure.

Mid

15. Let 3

A = [1

6

2

1

7

5

10

; then

(a) 94000

Aj"-

*MI



"ti.T.C.;

1.
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3 -1 6

2 1 7

4 5 10

AMR

1.

1110.1.111

(b) Also

j a i

A

3x

3x

I e

-2x
...I

+4x

(3x-25)-(2x-40)+(4x-13)=-47

+6x

...

(3x-25)-3+(6x6)=-47

therefore A and i A tare
#

I A I

= 3x
5

7 10
-2x

-1 5

10
+4x

1

5 10 10

7

+lx
4

2 7

I = 3x +6x

Note: Notice here IA 1;1
matrix of any size.

[16

4
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equal

It is also true for any other square

6. 9 10

5 7 -2

9 10

4

A= 7 -2 4 and B= 3 51

16. Let 3 1

where the first two rows of A are interchanged to form B.

(a) .
A 3x

0000 0000

= 3(- .....-.....)-1(

+5x

We 0000

..,

= 161



3x
-2

9

4

10
-lx

6

128

1
10

+5x

= 3(-20-36)-(70-24)-:-5(63±12)

6

(b)

IB
7x

1

: . .^ I
+2x

I
+4x

= -161

B I 7x
1 5

9 10
+2x

(3

I6
7(10-45)+2(30-30)+4(27-6)

10
+4x

3 1

6 9

(c) From (a)

I A = 1 6 1

and from (b)

therefore I A I =
B

)
minus

Note: Notice that by changing two rows of the matrix A, the sign of its

determinant is changed. it is true in general that interchanging
two rows of a determinant changes its sign.

W , '



17. The expansion of

11 a12 a13

a32

is 1 A I = 811

129

a12 a13 1811 a13
-a

12 ,

31
a
331'

a32 a33

all( 00000 -.....)-a12( oo OW

Mir

1

811 a12

a31 a32

)' ra13(

all (a12a33-a1.3a32)-a12(alla33- al3a31Y:a13(ara3---J. Z al2a31)

a-11-a12-a
33- all al3a32-al2alla3341312a13a314-al3alla32- al3a12a31

=

0

Note: Notice that here I A I = 0. It can also be seen in another way:
if the first two rows of 1AI are interchanged then the value
of the determinant is unaltered but the sign is changed, that is,
IAI = -I AI so that 1AI = 0. It is true for general that if two
rows (or columns) of a determinant are the same the determinant

18. Let

is zero.

3 12 13

A. = 2 1 5 . then

6 7 9

3 12 13 1 5 2 5 2 1

2 1 5 3x 7 9 -12x 6 9 -t -13x 7

6 7 9

= 3(,....- ..... )-12( ).418( ..... -.....)

210
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3(9-35)-12(18-30)- ;I.(14-6)

(b) also

= (3) 2 1 5 =3 lx

6 7 9

3 c(9-35)-4(1C-30) 6(14-03 =210

-4x

lx
5

7 9

-4x
6 9

16x

6 71

Note: If any scalar is a factor of a row (or column) it is also a factor
of the determinant. As in the above case 3 was the factor of the
first row and it is also the factor of the determinant.

19. Let

IA 13a113a12 3a1

all
a
12

a
13

ja31 a32 a33

=(I)
all a12 a13

all a12 a13

la31 a32 a33

Therefore the value of IA1 = 0, because the first two rows of the right

hand side determinant are

the same or equal

Note: It is true in general that if one row (or column) of a determinant
is a multiple of another row, the determinant is zero, as factoring
out the multiple reduces the determinant to having two rows (or
columns) which are the same and hence it is zero.



20. Let

A I =

131

0 0 0

a
21

a
22

a
23

a31 a
32

a
33

then i A I can be written as

1A1=Ox
0 0 0

a
21

a
22

a
23

a
31

a
32

a
33

because. zero is factor of the first row. Therefore the value of I A I
is -

zero

21. If a determinant has a.row.(or column) of zeros the value of the determi-
nant is zero, because is here a factor of one row(or column) and
hence a factor of the determinant, which is therefore zero.

zero

22. Let 3 0 15

A = -9 12 21 ; then

6 27 -3_j

1 0

x x Y -3 4

9

I A

_
1 0 15

= x -3 12 21

_ 2 27 -3_

1 0 5
= 3'"x -3 4 7

2 _ 2 9 -1_
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3 ; 3 x 3 x 3 ; 33

23. Let A be an n x n matrix and y is a scalar which is multiplied to each element

of A, then 1 yAl y IA'

n
y

24. Let

5

2

-4

1

3

4

7

= 1(-28-4)-2(35-36)+3(5+36) = 93

tlen multiplying the first row by 3 and adding it to the third row

we get

--

1 2 3 1 2 3

Al = 4 -4 4

9+.... 1+....

= 1(-64-23)-2(30-48)+3(35+43) = 93

1 2 3 1 2 3

i 5 -4 4 5 -4 4

9+3 1+6 7+9 12 7 16

Note: Notice that when three times the first row is added to the 3rd row
the value of IA! remains the same. It is true in general that adding
to one row (or column) of a determinant any multiple of another row
(or column) does not affect the value of the determinant.
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25. We have seen that adding a multiple of a row (or column) to another

row (or column),does not affect the value of a determinant, but adding
a row (or column) to a multiple of another row (or column) is not the

same thing and leads to a different result. Therefore if

all 812 a131

f A a21 a22 a23

a31 a32 a33

then adding row 2 to y times row 1 we get

Yall+a21 I 4

a21 822
a
23

a
31

a
32

a
33

which is equal to y IA 'which is different from IA,.

Ya12- a22; Ya131-a23

COMMENT
So far we have learned the following properties of determinants:

1. The determinant of the transpose of a matrix is the same as the

determinant of the matrix: I A I = IA1

2. If two rows (or columns) of a matrix are interchanged, the determinant

of the matrix Changes sign.

3. If two rows (or columns) of a matrix A are identical, then IA I = O.

4. If all the elements of a row (or of a column) of a square.. matrix A be

multiplied by an element k, the determinant of the matrix is multiplied

by k.
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5. If two rows (or columns) of a matrix A are proportional, then I A I = 0.

6. If a matrix A has a row (or column) of zeros the value of its deter-

minant is zero: IA I = 0 xl AI.

7. If A is an n x n matrix and k is a scalar then IkAl = kniAl.

0. Adding to one row (or column) of a determinant any multiple of another0

row (or column) does not affect the value of the determinaat.

These properties can be applied in endless variation in expanding

determinants and thus the expansion becomes much simpler.

26. The expansion of the determinant

1 5 3

I A 1
= 2 11 7 = 1(165-147)-5(30-28)-:-3(42-44) = 2.

I A I

4 21 15

can also be expanded as follows:

If -5 times column 1
-3 times column I

0

1

1

.
is added to column 2
is added to column 3

/I

1

= lx = 2

1 3'

and

we get

0

1

3
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Unit XI: Inversion of Matrices

1. In the previous units of this program we have studied addition, subtraction,

and multiplication of matrices and the properties of determinants. It

should not be surprising that our next aim is to study the division of

matrices. In ordinary algebra, division is necessary to solve equations

like. ax=b. There is a similar problem with matrices, viz., solving equa-

tions like AX=B. Since the commutative law of multiplication breaks down

for matrices, AX need XL.

not equal

2. Therefore AX=B and XA=B are problems.

different

3. If we solve AX =B and YA=B, then X need

not equal

Ma,



4. Let
1 0

A =
1 1]

then AX = B becomes

1 *

and B =

00000
X =

136

1 9

1

1 1 2

0 1]

OM

5. Let 1
2

X =
-11

Then AX =
1

1

,

11

Notice that AX = ;

1

tO
1

equation AX=B

6. When X =

then X =

2

-1

2

0
, and B =

1 21

0

J
(name of the matrix)

--1
1"."

2
;

;

= B, therefore X =1

14

satisfies the

1 -1 -1

..)

satisfies the equation AX=B,

is the of the equation AX=B.

solution



Now let

then

i-1
XA = 1

1-1

r
2

1

J Li

B

137

00

4
and X =

1_1

1= (name of the matrix)

NotiCe that X =

2
1

11

ro

is the solution of the equation XA=B.

B

8. Now we have seen that the solution of the equation

1 1 1
AX=B is

I

21

and the solution of the equation

1-1

-1_1
/7-

1-1 2
IXA=B is It shows that the value of X in both cases

is
(same/differenL)

Notice that it is due to the fact that AN 1 XA.

NIM.,.........wil==11111...1101INIONe

different (not same)
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Rr

,,,

Let 11

A =
0 01

Then
AX =

o
L.

B =

bi

d

2

1

1141160

and X

r
la

[

Notice that if X=
c df

TaJrc b-14-1

AX = B, then
00

b2rdl

0 0J

is the solution of the equation

should be equal to
2 2

1 0]
but it is not

possible whatever value you give to a, b, c, and d; because the second row

will always be zero. Thus the proposed equation has no solution.

C 0 1 4 14 E I T T

We have seen in the previous frame that for particular matrices A and B,

the equation AX = B has no solution. Thus, division by the matrix

ri 1,
A

0

is impossible, just as 'division by zero' is impossible in ordinary algebra.

Therefore, division by some matrices is impossible.



10. Let

I 0 1/]

11/3 0

Multiplying both sides by the matrix we get

1/3 0 1
[ 3

0 1.1/3 0 9

X

i 0 1/3 3 i 0 1/3 e 3 0

X 1.or
to

Notice that

1"

1 0

solution of the equation

I and IX = X, therefore X =

10

0

3 j.10.0.
11. Let 1

A
1-2

T-

and B

Then the equation AN = B becomes

1 1 1
N7

r6

3

0

X
1

01

1

is the

-2 -3 5

Multiplying through (on the left) by a matrix

of A, which is called A-1
,

....

we get

3
ill r 1

1
I

04, 00 ir

1-2 -I] 1-2

31

..

]
-1

1

[

1 2 11

or

0 L1 ] I

. I
-1 -9

3

21

!11.1ll

the inverse



Notice that the value of 11.
N7
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L

C 0 14 Et E N T

Now we have seen that if we multiply through (on the left) the equation

AK = B by another matrix A-1 such that A
-1
A = I, then we can solve the

equation as follows:

AK = B

A
-1

AX = A
-1

B

IX = A IB

X =A-1B

Thus X = A- B is the solution to the equation AK = B

Since A
-1 behaves very much like a reciprocal in ordinary algebra,

we shall call it the reci rocal matrix of A or the inverse matrix of A.

Thus the problem of division of matrices is actually the problem

of finding the reciprocal or inverse of a given matrix.

have reciprocal matrices, some do not.

To find out
r
;a

Let A =

the inverse of a

b

d

and its

2 x 2 we proceed as follows:

a'

inverse A
-1

a. b: P / 1

Then.

[

ic
1

--

,

I

1 1n

1 r .

L
1 1 X' s 10

r
ap + br aq + 0

or 1

1 cp + dr cq + ds I i0
)

iP
1

si

Some matrices

if A has an inverse
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Therefore ap + br = 1

cp + dr = 0

aq + bs = 0

eq + ds = 1

Solving the above equations we get

p= d , q= -b

ad-bc ad-bc

r = -c

Therefo

ad-bc

re

d

ad-bc
A-1

-c

lad-bc

and s = a

(ad-bc)

-b

ad-bc'

__a
ad-bc)

12. In any 2 x 2 matrix, let

A =
a

c dl

then its inverse A
-1

=

provided that ad-bc 0.

a

Because AA
1

=

c

r
d

iad-bc

-c

lad-bc

-b

ad-bc !

ad-bc1

r
d -b

ad-bc ad-bc

-c a 1

ad-bc ad-bel

1

I

((name of the

matrix)

0

0 1

11

Note: Notice that it is a general formula for finding the inverse of a

2 x 2 matrix. This formula tells us that a 2 x 2 matrix has an inverse
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if and only if ad-be A 0. (ad-bc) is the determinant of A. It is true

in general that A-1 does exist only if IA' is non-zero. A square matrix

is said to be singular when its determinant is zero and nonsingular when

its determinant is non-zero.

13. Let A =

Ic
d

The matrix A has its inverse matrix

if A 0

ad-bc

14. Let

A =
a

Then

(a) The element of the first row and first column of A
-1

d

ad-be

(b) The element of the first row and 2nd column of A
-1

= -b

-b

ad-bc



15. If the inverse of a matrix A =

d -b

equal A-1 =lad-bc ad-bc

(b) The inverse of the matrix C



16. Let

A
-4

1Iii

0 41

Does A have an inverse?

144

(yes/no)

no

17.

Let A =
1 -1

-1/4 1/2-

i
Then for solving AX = B, it becomes

A-1AX = A-1B

or IX = A-1B

or x = A-1B

Therefore

X =

and B

(as A- IA = I)

(as

3 1

-1/4 1/2 0 -5

IX = X)

,11

3 6

-3/4 -11/4



-

18. Let

A =
0

1

1

Solve the equation AX = B

y

145

-2/3 1

1/3 0

1OM

, and B=
2

1

1

[e"-1

-5/3 4/3

1/3 1/3

19. Let

A =

Then
i

[-I

0

0

0

0

1

0

1

01

,..-

1 0 0 1 I 1 0

1AA = 0 0 1 1 10 0

0 1 0 i 10
I.

1

oft

*
.41110

(name
of the
matrix)

1 0 0

0 1 0 = I

Notice that AA = I, therefore A is its oun inverse.



20. Let

A =

Then

X .=

0 0

0 1

1

Solve the equation AX = B

00049 04100*

aa.

146

and B = 2

1

0

1

2 1

2 1 1

1 2 0
.1041111.

21. Let

A

Then

(a)

AB =

0

Lo 0

1 0

1 0

0

and B=

0

0

(name
of the
matrix)
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w.

1 0

Notice that when AB = I, then A is the inverse of B, or A = B-1

emarmaolnam.nrawww....=aaNa oe..smwwl.w.MawllwMlwwmM.a.!

(b) and 1 0 -1

11

0 1

BA = -1 1 1 0

0 0 1 o 0
fros.

= ...f
(name

of the

matri)

0 0

0 1 0

0

-1Here BA = I, therefore B is the inverse of A, or B = A

1111111.111=1 =
C O M M E N T

We have seen in the previous frame that AB = I = BA which shows that A

is the inverse of B and B is the inverse of A. If we put B = A-1 in the

above equation we get

Ap.:4

Therefore A commutes with its inverse. It is true in general that every

matrix commutes with its inverse provided the inverse exists and is similar

to the ordinary algebra where aa"1 = 1 = a-la. Also if a matrix has an

inverse, it has only one inverse; that is, this inverse is unique.





r

(d)

(A2 -7t)-6(A--1) =

ro

13

-6

149

33

0

0

0

23. We saw in the previous frame that

(A2- 7r%- 6(A -I) = 0

or = 0

Therefore the matrix A satisfies the equation

= 0

A2 -6A -I = 0

COHMENT
Once we have discovered an equation which is satisfied by a particular

matrix, it can be used to find a reciprocal for the matrix. As the equation

A2-6A-I = 0 can be written as

A,2-6A = I

or A(A-6I) = I

Then (A -61) must be the inverse of A.



24. If A =
1 2

150

and (A-6I) is its inverse, then
3 5 j

1

I

-6
6T = 3 5 0 i

11 01

i

I 1

1..._

1
I
j

-5

3

25. If

Then

A

-14,, A -

-5 2
and A-1

-11

26. Let A =

and

(a) A-I =

1101MINIm.

52

J
1 [

then A'

IMO

1

0

INV

1



151

(b)

A2 -I-
1

1 1.0
me/

(G)

1;

(A2-I)-2(A-I) =
2 0

Therefore A2-I-2(A-I) = 0

0

or A
2
-2A + I = 0

-2

0 0

2

I

0

III

0

1
= 0

0

27. In the previous frame we figured out that A satisfied the equation

A2-2A+I = 0

A(-A+2I) = I

Therefore the inverse of A is

A-1 =
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-A421

28. if A2-2A+I = 0, then

A2 = 2A-I

So Ab. = (2A-I)

= 4A2- 4A + I.

2

4A2- 4A-1-I can further be reduced by substituting

A2= 2A-I, getting

4 (2A -I) -4A ±I

= 4A -31

29. If A4 = 4A-3I, then

A3 = (j,. A -31)

16A2-24A-:-9I

30. Polynomia1.16A2-24A+9I can be simplified further by substituting A2= 2A-I,

getting

16(2A-I)-24A+9I
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8A-7I

COMMENT

The polynomial equation satisfied by A is useful in doing other calcula-

tions involving A. As we obtained the value of Au without much calculation.

Once the polynomial equation of a matrix is obtained, it is much easier to

study all the other properties of the matrix.

Let A be an n x n matrix. Then A satisfies a polynomial equation of

the form A -1-ck_IA
k-1

4c0I = 0

of a degree k which is not more than n and with numerical coefficients

1. 1,
1%.".1

Thils, a 2 x 2 matrix always saLisfies either a linear or a quadratic

Els1117nomial equation. A 3 x 3 matrix 2 satisfies a cubic, quadratic,

or linear equation. A 4 x 4 matrix always satisfies a polynomial equation

of degree 4 at most etc.

31. Let
1

1

, then A2

IN

and

(a) A- I = .. I
.111.

[42

..111

.`?



32. If

Then A2-2A-21 = 0

or A 2-2A = 21

or A(1/2) (A-2I)

Therefore the inverse of A is

(1/2) (A-2I)



, -1and A = (1/2)(A-2I), Then

-2

0

1

1/2
-1 i

-1/2 3/2

1/2 -1/2

34. If A2 = 2(A+I), then squaring both sides we get

A4 -_

and after substituting A' = 2(A+I) in the right hand side it becomes

A4 =

4(A24-2A+I)

= 4(4A+3I)

35. If -

7. J

L
":1

A = 2 then A4 = 4(0.4-3I)
i

or A4 = 4 4
3 0 11

+ 3

IIP
1 I

4
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4
23 48

16 28

36. Let

A=
2

5 -8I
and I=

011

(a) What multiple of I should be subtracted from A so that the element of

the first row and first column of the resultant matrix may be zero?

2

(b) Therefore

A-2I=
12

15

-2

37.

If A =

1.

8

-6

2 then A-
9
=

r*
,

I

1-30 69

(a) What multiple of I should be subtracted from A2 so that the element

of the first row and first column of the resultant matrix may he zero?
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9

(b) Therefore

A2 -91 =
9 -6

-30 69

t fie

J

0

33. Now w

0 -6] 0 1

A2-91 =
L-30 60

and A-2I =
5 -10

(a) What multiple of (A -21) should be subtracted from or added to

(A2-9I) so that all the elements of the resultant matrix may be zero?

10011111.111111.

(b) Therefore

A2-91+6(A-21) =
1--30 60

0 -6

6 times added

5 -10

00



t.

15'3

39. When A2-91+6(A-21) = 0

or A21-6A-211 = 0

Then the matrix A satisfies the equation

A46A-211 = 0

COMMENT
From the previous frames you must have got an idea of how to find an

equation satisfied by a 2 x 2 matrix. To suomarize it, let A be a 2 x 2

matrix and I a unit matrix of size 2. To find the equation which may be

satisfied by A, first we calculate A2 . Then find a number "a such that

A-aI is a matrix with element 0 in the upper left-hand corner. If it

happens that A-aI is the zero matrix, we are done, for in this case A

satisfied the linear polynomial equation A-aI = O. If, however, any

element of A-al is different from 0, we continue the process by finding

a number "b" such that A
2
-bI is a matrix having 0 in the upper left-hand

corner. We now have two matrices which have 0 in the upper left-hand

corner; viz., A-aI and A2-bI. Now, for 2 x 2 matrices, if A-aI A 0,

then there exists a number "c" such that

(A2-bI)-c(A-aI) = 0

which is the required equation.



40. Let

A =

[1.

0

(a) To find a quadratic equation satisfied by the matrix A, first I

159

should be multiplied by
(number)

A-I =

and then subtracted from

L

1,A,

(matrix)

0

giving

W47:44,74,1131524+4

(b) After I is multiplied by 1 and subtracted from A, the next step

will be to multiply I 'IT

and then subtract it from A2, where A2 =
(number)

A2-7I =
r

, giving

(c) If A-I =

1111
2,

1

F°

0

and A2-2I
1 -1

=

11
-1

41,

S

Then to find a quadratic equation satisfied by the matrix A, (A-I) should be

multiplied by and then subtracted from (A2-21), giving

(number)

A2-2I-(A-I) = ....... OOOOO
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0 0

0

(d) If = 0

or A2-A-I = 0

Then this equation is satisfied by the matrix

A

41. If A2-A-I = 0

or A2-A = I

then the inverse of A is

A-1

A-I

42. If A2-A-I = 0

or A2=A41

then Al.=

and after substituting A2= A-FI, it becomes

A4=

A21-2A+I

3A+2I



I. 41 tf4:Pat k

. -
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43. If A4= 3A-1-2I

then A3=

and after substituting A2= A ±' --I, it becomes

A8 =

44. Now if

fill.,

9A2±12A+4I

21A+13I

A
0

0

and A3 = 21A±131

then A° = 21 413

J=

34 21

21 13

A
1/7

17
45. Let

(a) To find a quadratic equation satisfied by the matrix A, first I should

be multiplied by ,
and then subtracted from giving

A-(1/3)I =
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IMMMMMI.mmmII.MIW/IIIIMIMeNleAWWIMw,

1/3, A,

7

(b) Mien I is multiplied by 1/3 and subtracted from A, the next step

to find an equation satisfied by the matrix A will be to multiply I

by

giving

and then

A2-(10/9)I =

subtract it from A2 where
A2

10/9

10/21

70/3

10

10/9 ,
0 70/3

10/21 30/9

(c) If
0 7 0 70/3

A-(1/3) I =
9

and A--(10/9)1 =

1/7 3/3 [0/21 80/9

Then to find an equation satisfied by the matrix A, (A-(1/3)I) should be

multiplied by and then subtracted from (A2-(10/9)I), giving

A2- (10/9) I- (10/3) (A- (1/3) 1) =

01

0.1
0

10/3
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(d) If A2-(10/9)I-(10/3)(A-(1/3)I) = 0

or A2-(10/3)A = 0

then A satisfied the equation

:17 0

A2 -(10/3)A =0

Notice that A has no inverse as the equation which it satisfies has no

term which contains I (alone).

A
1/3

= has no inverse is true also if we test it from our earlier
1/7 3

formula as follows:

(1/3) (3)-(1/7)(7) = 0
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Unit XII: Inversion of Matrices (continued)

In the previous unit you learned a procedure to find an equation

satisfied by a 2 x 2 matrix A. This equation was used to find an inverse

of the matrix A. The polynomial equation satisfiedby A was also used to

calculate A raised to a high power.

The above procedure can be applied to matrices of higher orders. This

procedure is based upon a theorem which tells us that every n x n matrix A

satisfies a polynomial equation

Ak + ck_i Al + + coI =0

with numerical coefficients, the degree k of this equation being at most n.

In this unit you will learn the procedure to find the least equation

satisfied by a matrix A of any size and then find the inverse of A with the

help of the least equation satisfied by A.



1. 0 3 3 0

3 3 J U

Let A=
0 ,) 3

1 0

then

,.....

0 0 3

0 3 0 3

A2 ./rmlo

3 0 0 0

1 0 0 0_

165

RIM

3 0

J 0 0
=

'..)

.1, 0 0

0 0

If A
2
= 0, then the matrix A satisfies the equation

OOP

A2 =o

3. If A
2
= 0, then A

3
and A

4
also equal to zero. Therefore the matrix A

satisfies the equation A
2
= =J as well as the equations

and



A3 = 0
)

A
4

= 0

COMMENT

We noticed in the previous frames that the matrix A of order 4 satisfied

equation of 4th degree as well as equations of 3rd degree and 2nd degree.

Therefore the equation of the second degree is the equation of the lowest

degree which is satisfied by the matrix A. It should be clear that the

equation of lowest degree which a matrix satisfies is the equation which

gives the most information about the matrix. There is one and only one

such equation of least degree for each matrix. The polynomial of smallest

possible degree which a matrix A satisfies is called the least equation

satisfied by A.

4. Let 1 1

A = 0

o 0

I 3

and A3 = 0 1

0 0

Also

(a) 1

A-I = 0

1 2 21

Then A2 = 0 1 0

0 0

31

0

1/

1

1 0

0 1_

l 0 6'

0 1 U =

o o 1
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1

0 0 0

0

-.111

(b) 2

1

0

0 2

0 0

0 0

(c) 3 3 1 0

1 0 - 0 1

0 1 0

*

(d)

(A2-I) -2 (A-I) =

2

0

2

0

0

-2

0

`0
i

0
,.....

1

0

0

3 3

0 0

0 0 0

0010

1-

0

0



16e)

0

0

[9

.06

0

0

0

0

0

OW= 0

Notice that (A
2
-I)-2(A-I) = 0 or A2-2A + I = 0 is satisfied by A.

(e) ri 3 3- r0 1

(A3-I)-3(A-I) = 0 0 0 -3 0

0 0 0 0 0 0,

-0 0 0

0 0 01 = 0

0 0

Here too (-1.
3
-I)-3(A-I) = 0 or A

3
-3A + 21 = 0 is satisfied by A.

,

(f) We saw that the matrix A of 3rd order satisfied the equations

A4-2A + I = 0

and A3-3A + 21 = 0

Therefore the least equation satisfied by A is

A2 -2A + I = 0

5, If A
2-2A

+ I = 0 or 2A -A2= I then the inverse of A is

A-1= 2I-,.
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A

6.

If A =

or
A " 1=

1 1

0 0 1

0

1

0

Then A-1 = 2I-A

r

We.

1

0

0 0
spa

1 _1

0 1

0 0

Let 1 1 1

A = 0 0 1 and I =

1 0 o :0
I.

,
1 0 0

0 :
__

(a) What multiple of I should be subtracted flom A so that the element of

the first row and first column of the resultant matrix may be zero?

(b)

1

Therefore 1 1 0

A-I = 0 0 0 1 0 .
1 0 0 0 0 1 00000



170

AM. AND

1 1

-1 1

0 -1

.111..1.

2 1

-hen A
2

= 1 0

1 1 d
(a) What multiple of I should be subtracted from A2 so that the element

of the first row and first column of the resultant matrix may be zero?

(b) Therefore

A2-21 = -20 0

1 1

9,

If A =

(a)

0 0 1

1 0 0
wo0

What multiple

4

:
then, A.3 1 1

12

of I should be subtracted from A3 so that the element

0

0

0

1

0

0

0 OW&

2

1

3 I

1

2
i

r
fit

.0.4P4P. 00000

1 2

-2 0

1 -1

of the first row and first column of the resultant matrix may be zero? . ...
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0111111111IMMOM+

(b) Therefore 2 3
1

0

A3-4I 1 1 4 0 1

1 2 0

4

2

-3

1

31

1

-2
1111MINNONIII=.1/1111

10. Now 1 0 1 21

A-I = 1 and A2-2I = 11 -2

0 -11 1 -1

(a) What multiple of (A-I) should be subtracte6 from (A2 -21) so that the

resulting matrix has zeros in row one column two as well as in tow one

column one?

F(b) Therefore p 1

(A2-2I) -(A-I) = 1 -2

1 1
1..

1

1

-1

0

MANI.

1

-1

411111111

0 4

0 0 1

"OW aft
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(b)

f
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1

3

Therefore

-

0

1

0

0

-1

1

-1

0

111 1

0

0

-1

1

..11

0 I

MN*

r.
I0 0

0

0 0 0

MINIP
0.1.10 0

13. We have

1 3 1 f 2
1(A - i(A ) = 0

or A
3 -A

2 = 0, which is the least equation satisfied by-A -I

A

COMMENT

In the previous unit we gave a systematic procedure for finding the

least equation satisfied by a 2 x 2 matrix.

Also in the previous frames you must have noticed that the same proce-

dure was used for finding the least equations of 3 x 3 matrices. The
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preceding procedure, being general, can be applied to matrices of any size.

Let A be an n x n matrix. We first calculate A2, A3, , An. We

then find numbers al, a2, , an such that the matrices Bl = A-all,

B2 = A2-a2I , Bn = An-anI all have the number 0 in the upper left-

hand corner. If B1 = 0, we are done, for then A -a11 = 0 is the least equa-

tion we are seeking. If not, we find a second set of numbers b2, b3,

bn such that the matrices C2 = B2-b2B1l C3 = B3-b3B1l , Cn = Bn-bnBi

have zeros for elements [C] 112 as well 'gas for [C] ill.

If C2 = 0, i.e., if (A2-a2?) -b2(A-a1I) = 0, we have the least equation satis-

fied by A; if not the process is continued.

IA= -4 0

(a) To find the least equation satisfied by the matrix A, first I should be

multiplied by and then subtracted from , giving

14. Let fi 3

/-2
A- i2I =

-4[

3

0

1

0

0

1

[000210

0,000
...

0



(b) When I is multiplied by/2 and subtracted from A, the resulting equation

A-.12.I...0,therefore the next step to find the least equation satisfied by
(= or 74)

the matrix A will be to multiply I by 10 and add it to A2, where

[10 3,12-]

A2 = giving

3/2
A2+10I = j+ 10

-41i -12 [0 1

1 0

(c) 0 J'3 0 33
Now A-1.21 = _ and A2 + 10T

I:4 -i12 -4/2 -2

Then to find the least equation satisfied by the matrix Al

(A 2I) should be multiplied by and then subtracted from

(A2 + 101), giving

fi(A-fiI) =

[ 0
=

-41-.2

[4

-2

0 3
A2+10I

,-- 1
...

....1

- 12 . 041. 00000
00S000

oo 0 to A AA
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(d) If A2 + = 0

or A2-J2A + 121 = 0

Then the least equation satisfied by A is

2
A -J2A + 121 = 0

15. If A2-fiA + 121 = 0

or (1112) ('2I -A)A = I

then the inverse of A is

A-1 =

(1/12) (f i-A)

16. Let j2 3

A =
-4 0

or A
-1

[

1

=112
0

= 1/12

then A-1 = (1/12) (/2I-A)

0] JJ.

1 1 I -4 0
-

;I

ti

".;

41.

_

1/3 ../271.2



17.

177

Let 0

A 1 1

2 1

(a) To find the least equation satisfied by the matrix A, first I should be

multiplied by

1 0

=

and then subtracted from , giving

2 1

1,

[

0 0

1 0 0

2 1 1

A

(b) When I is multiplied by 1 and subtracted from Al the resulting equation

A-1,1 0, therefore the next step to find the least equation satisfied by A

will be to multiply I by and subtract it from A2,

3 1 3
where A

2
2 1 1

7 3 6

3 1 3 1

A
2
-31 = 2 1 1

7 3 61
OMK

giving

11 0

-3 0 1 0

0 0 1

r

L
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3
~P. 1.01

0 1 3

2 -2 1

7 3

(c) Also multiply I by and subtract it from A

10 4 -S1

9 19

where A3 = 5 2 4 giving

A
3
-10I =

22
WOO.*

10 4

5 2

22 9

41

191

3

f..

1 0 0

41-10 0 1 0

0 0 1
ow.

0 5.

(d) Now riP 1

A2-3I = 12 -2

17 3

10

0 4 9

5 on 4

22 9

3 0 4 9

1 and A
3
-10I = 5 -8 4

3
22 9 9

The next step to find the least equation is to get a second matrix (of the

above two) with zero as element in row one, column two, Therefore (A
2
-31)

should be multiplied by OOOOOOO and subtracted from (A3-10I), giving

(continued)



A3-101-4(A2-31) =

L22

4 9

179

0

0

-3

4

(e) Now

A-I =

0

1

2

0

1

0

I

and A3-101-4(A2-3I) =

0

-3

-6

0

0

-3

-3-'

0

-3
..-

To get the zero matrix (of the above two), (A-I) should be multiplied by

and added to A3-101-4(A2-3I)

giving

A3 -10I-4(A2-31) + 3(A-I) =

OMNI

0

-3

_6

0

0

-3

-3 -1

0

-3j

+31

l0 0 1

1 0 0

1

1 2 1 1

3

0

0 0 0

0 0

-01

0



(f) The equation A3-10I-4(A2-31) + 3(A-I) = 0

or A
3
-4A

2
+ 3A-I = 0 is the satisfied by A.

least equation

If A
3
-4A

2 + 3A-I = 0 is the least equation satisfied by A, then the inverse

of A is

A-1

A2-4A + 31

19. Let

then

A2

A =

1 0 0

0 0 0

0 0 1

0 1 0

GOO** OV000
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1 0 0

0 1 0

0 0 1

0 0 0

20. If 1 0 0 0

0 0 0 1
A = then A2 = I

0 0 1 0

0 1 0 0

Therefore the inverse of A is

A-1

4110411011

0

4

*

0 0

0 0

0 1

1 n 0

Notice that A2 = I implies that A is its own inverse.

C O M M E N T

We saw in the previous frames how to calculate the least equation satis-

fied by a matrix. Once we know the least equation satisfied by a matrix A0

we can easily see whether or not A has a reciprocal.
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If the final coefficient c0 in the least equation satisfied by A is different

from zero, then A has a reciprocal as we can see from the following:

We may write the least equation satisfied by A in the form

Ak + ck _ lAk + + ciA = -coI

or (Al` -1 + c k_iA + + clI)A = -col

Since the numerical coefficient c0 is different from zero, we can divide both

sides of the equation by the number -c0 and find that

-(Vco)
(Ak -1

+ ck_lAk-2 + + clI)A = I

This makes it plain that the matrix

1-(1/c0) (Ak-1 ck-lAk-2 + c1I)

is a reciprocal of A.

If the coefficient c0 in the least equation satisfied by A is equal to

zero, then A does not have a reciprocal.

A m
3

1

5

then A 4* =
1

{
3 -1

-

1 2

15

2421. Let

and let A-1 = B. To find the least equation satisfied by B, I should be mul-

tiplied by and added to B, giving

B + 51 =
-5

3

We.

0

3

0

5

A
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22. B + 5I 4:01 therefore to find the least 'equation satisfied by B, now I should

be multiplied by and subtracted from B
2

where B2 =

- _

31 -12

-13 7

giving

.1

B2-31I =
31 -12

-31

I 1 0

-13 7
I_

0 -12

-18 -24

31

B + 51 =

[

2

4
and B =

-12

1

3

-311
-16 -241

23. We have

To find the least equation satisfied by B, (B + 51) should be multiplied by

and added to B2 -31I, giving

B
2

0 -12 0 2 r-

-311 + 6(B+51) = +6 = =
[13 -24 3 4 J .... OOOOOO
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24. The equation

B
2
-311 + 6(13+51) = 0

or B
2+ 6B-1 = 0

is satisfied by B. Therefore the inverse of B is

B
-1=

B+ 61

25. Now

B =
3

Therefore

and B-1 = B+61

-5 2 1 0

+6 I.

3

r21
L3 5

26. In the previous frames we figured out that

rl 21
If A

3 5

and if A
-I

or (A )
-1

then A-1

= B, then B-1

[ 3

2

1

5
J

1.

2.1

3 5
.1

(name of matrix)

3

11111110.0111110
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That is, the inverse of A-1 is A.

A

then

A

AB =

OOP

ONO

and B=

[1.

1 0

1

'"1

1

Then

0

1

I1
k

0
N

1

Then B-1

IND OOP WI

0

1

i

gm.

1
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IWO

30.
If A-1

then

B-1A-1

1 1 0
land B-1

_.

-1 1

-
1

0

-

0 1

li_
1I 0 t.

a r ;

ii
31. If AB =

1

then
(AB) -1 tone

0

32. Now
B-1A-1

o

I
-1

and (AB) =
1

-1

+el

Therefore (AB) -1 is to B-1A-
(equal/unequal)
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equal

We saw that if A and B both have inverses, then so does their product

AB. Also it is true for general, i.e.) given a finite number of (square)

matrices of the same size, each of which has an inverse, the inverse of the

product of the matrices is equal to the product of their inverses written

in the reverse order,

33. Let 1 2

,0 1

,. 1
!. ,

A /MOSI

A
-1.=

and B=
1

2

and B -1 11011.O./

, find A- and B-1.

4

-2

Br

1

1

34. If

then

B

and B
-1

=

-1

2

-r,

2.
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35. If A =
2i

and B =

(AB)

then AB =
1I 1

APOODO 00400'

31

1

36.
4 I

1-1 31
(a)-1 1

i

= B-1A-1 shows that

i 2 -51

the inverse of (AB) is equal to the product of the inverse of

and the inverse of

B A

37. If (AB)-1 is the inverse of (AB), then

(AB) -1(AB) = m (AB) (AB) -1

I

38. If A satisfies the equation A2-2A+3I = 0, does the inverse of A

exist?
(yes or no)
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Yes

39. If A satisfies the equation A2-2A + 31 = 0, what is the inverse of A?

A-1 =

(1/3) (2I-A)

40. Let A and B be n x n matrices and assume B-1 exists. Then

(BAB-1)k = (BAB-1) (BAB-1) . . . (BAB-1)

"""'"' k of them ----i

These k factors of the right hand side can be regrouped by taking out B

from the next factor and including it in the previous factor. Therefore:

(BAB-1)k = (BAR°
1

ID (AB-1B) . . (AB
71

B) ( )

----- k.Jactors.-- --->

(write last factor)

AB-1

41. The right hand side of

(BAB-1)k = (BAB-1B) (AB-1B) . . . (AB-1B) (AB-1.

1--- k factors ->
can be simplified further by substituting B-1B = I, leaving

(BAB-1)k

B
-1

it
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Unit XIII: Inversion of Matrices (other method)

The inverse of a square matrix can also be derived from properties of

the cofactors of elements of its determinant. A property of cofactors

important for developing the inverse of a matrix is that the sum of products

of t e elements otsinrgyLlea. column with the cofactors of the elements

of another row, (or column) is zero.

1. The cofactors of the elements of the first row of the determinant

1 4 -8

I Al = 2 5 9 are

3 6 10

5 91

101

-4 ; (-1)

2 9

3 10
4

-3

7

2

3 6

2. In the previous frame the cofactors of the elements 1, 4 and -8 are -4, 7

and -3.' Therefore the determinant of A is

-4x1 + 7x4 - = 48

-3 -8
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3. The cofactors of the elements of the first row of the determinant

1 4 -8

AI = 2 5 9 = 43

3 6 101

are -40 7 and -3.

(a) The sum Of products of the elements of the 2nd row with the cofactors

of the elements of the 1st row is:

2x-4 + OOOOO + lE"'oos

5x7 + 9x-3 0

(b) The sum of products of the elements of the 3rd row with the cofactors

of the elements of the 1st row is:

x

3x-4 + 6x7 + 10x-3 = 0

(c) The cofactors of the elements of the second row are:

4 -8
= -88;

6 10

goo:. 04100*

34 ; and (-1)

0 OSO 0000
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6

(d) The sums of products of the elements of the 1st, second and 3rd row

with the cofactors of the elements of the second row are:

lx-88 + 4x34 + (-8) x6

+ x34 X6
....x-88 + ...x34 + ....x6 =.

0

2x-88 + 5x34 + 9x6 = 43

3x-83 + 6x34 + 10x6 0

(e) The cofactors of the elements of the 3rd row are:

1

0 0006 90100

0 0100
1

MO.

14
9

= 76; (-1)

1 -8

2 9

= -25;
4

2 5

-3



193

(f) The sums of products of the elements of the 1st0 second and 3rd row

with the cofactors of the elements of the third row are:

x76 + x-25 + .....x.3 =

x76 + x-25 + =

x76 + ....x-25 + x-3 = 6

1x76 + 4x-25 + (-8)x-3 0

2x76 + 5x-25 + 9 x-3 = 0

3x76 + 6x-25 + 10 x-3 = 48

4. In frames 1, 2 and 3 we have seen that the sum of products of the elements of

one row of A with the cofactors of the elements of another row of A is zero.

Also the cofactors of the elements of A can be represented in a matrix B

-4 7

-88 34

76 -25 1

9

61 ]
[

where A = [ :

4 -8

3

5

6 1 11

(a) Eacli element of matrix B is the cofactor of the corresponding element

of matrix A. Therefore 34 is the cofactor of OOOOOO
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(b) The transpose of B is called the adjugate, or the adjoins: matrix of A.

Therefore adjugate matrix of A is

B g ti
t0

041410410 104100

0900 00041

041 00a0

-4 -83 76

7 34 -25

-3 6 -3

SO

(c) The inverse of A is calculated as 1 x B, where 1AI = 48. Therefore

TAT

A
.1 mixBm 1

FAT

0

I

[ i

-4 -88 76

1 7 34 -25
48

-3 6 -3

is >



41777477,71777f" ":1!-':-.7777.757.7.=7-75177777747,

(d)

1

195

-4 -83 76

7 34 -25

-3 6 -3
1.3

M.04/14.

4 -8 *

5 9 = 1 $ " al

48
6 10 II

5. Let

,
3

10

6 4

5

5

9

1

J
cofactors of each element of A are:(a) The

01

r

1

43

0

0

48 ea.
edam I

43
0 0 48

1st row 11 -4 , -10

2nd row , P

3rd row -3 , -3 , 6

1, 7, -5

AINNIIINE



196

(b) IA! = 3x...... + lxr. + 2x-. =

3x11 + lx-4 + 2x-10 = 9

(c) The matrix B of the cofactors

0000 00000

of all the elements of A is

=1

B Sri ftootioo 00 and therefore adjugate of A is

00000 00000

ii.
00000

11

1

.-[3

-4

7

-3

-10 11

-5 ; B = -4

6 710
1

[

1

7

-5

-3

-3

6

(d) Therefore

00000 00000

-1
A 00000 0

IM

00000 00000

1 -4 7 -3
9

1:10

-5 6

. , ,
. .

", . ,
,
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=

then

(a) f A

72]

y "'"Vf
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venono.aw~on

(b) The cofactor matrix of the elements of A =

11

..111mfflONIMIMMm.11=1... =m

L00000

1

j

-2 3

(c) The adjugate matrix of A
000'0

00000

(d) and therefore the inverse of A = A-1

11.....rommim.

01004141

5 31-
1

7 -2

VS 1
COMO, 004100
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7 -2
1

11 3

COMMENT

We have learned that if A is a square, nonsingular matrix its inverse,

A-1 1 has the following properties.

(1) The inverse commutes with Al both products being the identity matrix:

A"IA =
-1

I = AA-1.

(2) The inverse matrix is nonsingular.

(3) The inverse of A'l is A: (A-1).81 = A.

(4) The Inverse of a transpose is the transpose of the inverse:

(A) -1 (A-1)

(5) The inverse of a product is the product of the inverses taken in reverse

order, provided the inverse exist: (A13)'1 = 13-1A-1.

,-7.r-...
I.

rr
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Unit XIV: Vectors

1. In the previous units we have studied square matrices as well as rec-

tangular matrices of different sizes, but a matrix may consist of only one

row or one column. This form of the matrix is called a vector. A matrix

of one row and two columns will be called a row of size 2.

vector

2. A matrix of one row and three columns will be called a row OOOOOO of

size 3.

vector

3. A matrix of size 1 x n will be called a row vector of size

n

4. A matrix of 2 rows and one column will be called a column of

size 2.

vector
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.7.77-77,7-77- 7

A matrix of size 3 x 1 will be called a column . OOOO fOSOO of size OOOOO

vector, 3

6. A matrix of size n x 1 will be called vector of size

column,

The following matrix

[3]

2

1

is a column OOOOO of size

vector,

8. The following matrix [ 1 2 3

is a of size OOOOOOO

row vector,

triotorsrst

A



3 j is an example of a row vector of size ...........

s an example of a column vector of size .............

Ii. Two row vectors, or two column vectors, are said to be equal-if and only if

corresponding components of the vector are equal. Thus the vectors

1,..= [3, 4 I and u = [3, 4] are OOOOO .............0............
(equal/unequal)

equal

then the vectors u and v are '

equal



13. Vectors u = 1., 2,
3]

r 1

and v s= 2

3

202

0

are

14;

.4' 7

*

7r.

co .4
(equal /unequal)1/unequal)

14. Let u = [al, 112, "31 and v =
r
L v1, v2, v31 be,two row vectors.

Then their sum u + v will be component-wise addition as follows:

u + v = [u]. + vi, u2 + v2,
4

n

s

/f u s= [1,2,31 and v = 4, 5, 6

Then u + v = [ P y ] -..- :,. ..s...

,- ..ryIS 7'

7,

s.

15. Let

u=
NNW

142

U3J

and v

1114vi

v2

v3
VW.

Then u + v

U1+ v'

ss u2 v2

.u3 + v3

is a vector

* ,$1

t

of sizet-''-'-;it
Ut'

41

kV. eir

4ii1;"1.
,

4 4, 3

'4' -7

,4

,

7, 'A ',A *.
7
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16, Let

u=
-1

2

4

and v =

2

3

5

.1116

Then u + v

24 22'

6) ......

[ 9

5

1

17. Let u

Then u + v =

and v + u =

and therefore

[.
C.

and v =

2 soielso2

r,
u + v and v u are

-1, 41J.J
004,00400000440000000004,0441004,0

(equal/Uneaual)

[11

1,

4, 6

4, 6

equal

41411,1



18. Let
u a

3

-.2

5

and v =

-2

3

00000

Then u + v o 00000

and v + u IS

00000

00000

000410

00000

and therefore u + v and v + u are

204

0000000000000000000000000
(equal/unequal)

equal1
19. The sum of two row vectors of the same size 3 is the row vector of size .......

3

20. The sum of two column vectors of the same size 4 . is the 40.4, OOOOO so. vector

of size 0000000000

::;-: -.......
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column, 4

21. The sum of two n-component vectors (either row or column) is obtained by com-

ponent-wise addition, and yields another n-component ...............

vector

COMMENT

Observe that we do not add vectors unless they are both row or both col-

umn vectors, having the same number of components.

Also we have seen that the order in which vectors are added does not

matter; that is,

u+v = v u

where u and v are both row or both column vectors.

Therefore commutative law of addition holds true in the case of

vectors also.

~no

22. The multiplication of a number a times a vector v is defined by component-wise

multiplication of a times the components of v. For the three-component row

vector we have
av = a [71, v2, v3

and for the three-component column vector we have

au = a

1.

ul

2

MOO

[avi av2, av3j
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[au'
au2

au3

23. If v = [1° -40 7, 9 ] then

5v 0 1040000, *00305 441oes, ]

50 -20, 35, 45

24. If a = Lui, u2, u3] , then

(-1)u = (-1) 1.12, u31, ]

[71112 -u2,

25. If u is any vector then its negative -u is the vector (-1)u. Therefore if

[
...]

a = ul u2, u3, u4 , then

-u = (-1) Lui, u2, u3,
uill 0 $

-u2, -U3 "u4

26. Let u = 5, 6,

u-v = [
5/

6,

and v =

2,

2, 3 then

$ 41

9+ovwf,repte al..
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27. Let

u2

u3

u1

u-v u2

3

and v=

AM,

207

then

MN%

I

CZ

u2-v2

u3-v3

1.10

28. Let

U
0111

8

u+3v-5w

6

10

V el
4111

a

1 and w ea

Ito

I

-5 3

r

4

1

3

4 1

Then

NMI

1...

11'

401

zr
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15

-9

21

-5

-15

-20

-4

8

7

29. Let u= [7' 0, -5 j v = [20 -3, 1 and w = [1, 00

2u-3v+5w = 2 [7' 0, -5] .3 -3, 1 I + 5 [1, 0,

00001 0001

°1y
4- [4111

Then

[ 1111

140 00 -10] + 9, -3j + 5, 0,

[13, 9, -18]

3

5

30. Is the sum 1.

possible IP

(yes/no)

no
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31. A vector whose components are zero is the zero vector.

The vectors 0

0 = 0 and 0 = [0, 0, 0]

r

0

are three-component 00000000,0 0.0001111000110

zero vectors

32. Let

[

5

u = 0

-3

u+0,21

*10

, then

5 0

0 -I-

-3 L

00000

00000

00000

5
0

-3

33. Let x = [v10 v20 v3

v + 0 = [v1, v2,

then

1731 + [0, 0,

0000, 0000

[v1, v2, v3)
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NWT

34. If 3 1

1

2

+

ul

1,12

u3

MMO -2

1

then

u
1
, u2

3

00000, u
3

2, -3 -1

v2

v3

35. If

v

0v = O

is multiplied by zero, we get

2

3

00000

00000

00000

0

0

0

0



36. Let 3

A = 0

0

4 7

0 0

0

NO,

211

which is equal to the row vector I...., eigeop 011160,1

[

2 0 011

and B = 6 0 0 which is equal to the column vector

1 0 0 1

Therefore

0 0[3

4 7

AB = 0 0 0 [6 0

0 0

0 [3, 4, 7] 6

1

2 0 0 2

[3, 4, 7]

Ohl

37.

12, 31

4

6 000410 x x 0Il x = 123

6 x 4+ 12 x 6 + 3 x 9
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38. Let u = [20 6, 1 v] and = 4

Then u r 2
L

L7 I
[3'

6, 1] i4 = ib.... + + = mi.,.

. i

L7

6 24 + 7 at 37

39.

Let u

Then uv

u2: u3

u21

and v =

v2

v3 I

+ +

ulvi+u2v2 +u3v3=1, .
40. We figured out in the previous frames that the product of a row vector and

a column vector (both of the same size) is a imal000llosooeboolb000troolleseesolmoille
(number /vector /matrix)

number

tt*
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-4Ar.

213 l''' ,i,
.,-41 .'.

4

.1a
r7 4 4

.,
a

' 4, .
a- .4* .t

vs, .0 vv 4- ,3,-
Al 4 .74

4 =

, t wr a, a, .,,- 41 /**4 ,4404-
41. We have seen that the multiplication of a row vector bk,,'a coAigorivactor (bAgh

- o.,--.- ,,.. * ,._4 --..44

, t v*.

of the same size) is similar to the multiplicakion71.0f, two atricas,,
,
the

j{ ,,
,,,...-

',', _

vectors are conformable for multiplication because-0the.gnumberof cblumns.16
4 . , . ,,

4 * t * 4 a, " '44. * ,

the row vector is equal to the number of .0,-. . ..1*,, of the ,column vec,tor'-...:,
4 , 4.: 4 .. . .1

-.a

4

a

rows

42. Two row vectors of the same size .............. conformable for multiplici=,

(are/are not)
0 . ,.

tion because the number of columns of the firscvector, 0000004141414104100011441
41* ,*,4 (is/ is not)

equal to the number of rows of the second vector. '.*::

.44

4"

are not:

is not

43. Let u a= [ui: u2, u3] and y. ctn., v2, v3]

Then tt is [up u2, u3 [710 Vil

Does it make any sense?
(yes/no)

My

No

ti

44. Two column vectors of the same size conformable for
(are/are not)

multiplication.

mr-..-mte,10,11.Mkg . JCei.litht

I. yes

'



Anno-.:04:fte

,

%A*

k 4

*IV ,k

1"4+.

174-7-'275

4.

vi

andy- v2

v3 j

V2

1,3

Does it make any sense?

214

(yes/no)

are not

no
.mmaraymoof .402r.

46. The multiplication of a row vector by a colbutn,vector is called a minor.,
1

product or a scalar product. o,

The following product

[u
1°

u
22

u3]

V3

"2

00 a minor product.
(is/is not)

4$

is



215

47. We learned that a matrix can be transposed by changing rows into columns and

columns into rows. The same principle can be used for transposing row and

column vectors. Therefore after transposing a row vector it will become a

vector and a column vector will become a 000.4,041.1.00 vector

0011

column

row

48. Let u and v be twc column vectors of equal size, then the multiplication of

the transposed of vector u by the vector

multiplication.

V 0000,00.00...94 conformable for

(is/is not)

is

49. Let it = [ul, u20 u3, uza and v = 41 Ar3, v4]. Also .4( is the

transposed vector of v. Then

v 1

V2
U V

[u1/
u
2'

u3, u4]

3

Lv4

allt + + + 40

UlVell2V2 41.13V3 11.424V4

r
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I 1, 112, 1.13, u4] and v50. Let u u

transposed of u. Then

[vi v2P
V3P

V
4 1

v
2'

v
3'

v4] Also u is the

+ + If +

VlUI+V2U2 +V3U3FV4134

51. Let u [u1, uv u
3

Then

U V al

0 /
and v U vii

U2,

v2, v3)

#

Therefore u v and v u

V al

Fv

v3

1

u2

ILI13

S

and u v their transposes.

+

+ 411 +

00000000000,000000
(are/are not)

equal.
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uivitu2vec36

viufi-v2u2+v3u3

are

It is true in general that the minor product of two vectors is equal to the

product of their transposes in reverse order.11/
52. The second kind of product of two vectors is called the poor 'product "of two

vectors. The major 'product of two vectors is the product of iL :column vector

by a row vector:.. ,The foiloydpg product

ul

_u2 [s v

u3 j

V.1v
2P

V
43$

is a somoseetimoemootioeolbs*" product of two vectors.
(minor/Major)

major

Notice in major product two vectors need not to be of the same size.

53. In a major product, two vectors of different sizes, the first ete.4:oltumn..vector

and the second a raw .vector.

(are/are not)
tion.

conformable for multiplica-

+MD

are
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II

-.77717-77717

21i-,

54. The major product of two vectors can be performed in the same way as the pro-

duct of two matrices, i.e. multiplying row by column. The major product of

the following two vectors will be

6]
MO O

CO

[3 12 6 18

1 4 2 6

5 20 10 30

55. Multiply the following two vectors

ul

u2
[ V

u3
v.

2
ON O

Maw

[0

ul v2 u
1
v3

u2 v
1

u
2
v2 u

2
v3

u3v,
1

u
3 e.
v, u3v3

u4v, u4v u,..v
4 3

Alt



56. Let v = [1, 2,

V

a

3]

219

, ,....eVAPIParmumor ea. MY,"

The minor product of v and its transpose v is

[ $ $ I

(write two vectors)

= 1
2
+ 2

2
+ 3

2
= 14

[1, 21 3 j 21

1

57. Let v = v
2,

v
.e

The minor product of v and its transpose v is

[v3

v2: v3] v2 = . +

v12 + v22
2

+ v3

58. The minor product of a vector by its transpose is simply the sum of

of the elements of the vector.

squares

59. Let v = 2,

V =

The major product of v and its transpose v will be

(write two vectors)

ON O

3 6 3
2]

1
2

2 3

2 22 6

aa3a,laateaaata,a Tarwrea-,+,:.aar



.S,....,..,:.; , ,9p

T

220

{32 2,

60. Let v = v2:

V V

[vil

v2 [vi,

v3j

172,
v3]

The major product of v and its transpose v will be

00000 00000 00000

00000 00000 00000

00000 111000 00000

vi
2

v v
1 2

2
vivl v2

...vsvi v3v2

viv3

v2v3

V3
2

COMMENT

A square matrix in which the corresponding elements of corresponding rows

and columns are equal is called a symmetric matrix. As we saw in the previous

frame that the major product of a row vector v and its transpose

V V In 2

1.171

vi viv2

1

v2: v3.1

I

v2v1 v2 v2v3
2

v v

v3v2 v3
2

has the elements of the first row equal to the corresponding elements of the

first column: elements of the 2nd row equal to the corresponding elements of

the 2nd column and the elements of the 3rd row equal to the corresponding

elements of the 3rd column. 4LI general the major product of a vector and

its transpose is a symmetric matrix.



61. Let

U

.0'

u u = u21 [u1, u
2,

113] = ols000 of000lo woo

44.1
00000 oef000 ol0000

and the resultant matrix is a .....,................. matrix.
(kind of matrix)

221

1611

u2 . Then the major product of u and its transpose is

1u3.1

1
00000 00000

[

*212 u
1
u
2

u2u1 u2
2

113111 u3u2

symmetric

14'123

u2u3

2.3

62. The vector being a special case of the matrix, the commutative law of multi-

plication which does not hold for the product of two matrices, also does not

hold for the product of two vectors. The minor product of two vectors is

a .........................s.c...... while the major product of the two
(number/vector/matrix).

vectors is a ................................ . It is true because the
(number /vector /matrix)

commutative law of multiplication does not hold for the product of two

vectors.

number

matrix
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63. The following minor and major products of two vectors

(1112
and

iv1-

u22 11 .1 u
22

u31v2 v2 tal2

v3 Lv3

the same
(are/are not)

are not

64. Let u be a row vector and v be a column vector. Then

u v ................. equal to v u.
(is/is not)

is not

I



1. Let

A 11.1.

and Au = v

Then

r

2

1,

1

2

1
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Unit XV: The Solution of Linear Equations

4 3 1

5 4 , u y 2 v_= 4

-3 -2 Lz 5

4 3 x 1

5 4 y = 4

-3 -20
or

...................

................... = [41

5

and it can be written in the form of linear equations as

00 OOOOOOO 000000000000000000000 00000000

00000000000000000000 OOOOO 00000 4100000000

00,000000000000000000000000000 00000000

[x + 4y + 3z

2x + 5y + 4z

x - 3y - 2z

x + 4y + 3z is 1

2x + 5y + 4z = 4

x 3y - 2z = 5
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2. Let x + 2y + 3z =

4x + 5y + 6z = 3

7x+ 8y+ z = 5

The above linear equations can be represented in the form of Au = v as follows

0 . 11X/Y = ...

00000 00000 000e0 00000

1:1 2 3 x

4 5 6 y 3

7 8 1 z 5

3. Represent the following system of linear equations

aix + bly + ciz = d
1

a
2x

+ b
2y

+ c
2z

= d2

a
3x

+ b
3y

+ c
3z

= _ il

3

in the form Au = v

00000 00000 00000 'MOO

00000

[

00000 00000 00000

00000 00000 00000 00000

= I: 0000

00.0

al b1 Cl

a
2

b
2

c2

a3 b
3

c3

x dl

y = d
2

d
3
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4. We have seen that a system of linear equations can be represented in the

form Au = 21 where A is the coefficient matrix for the system of equations,

and u and v are vectors. Also A and u are conformable for multiplication

and the product Au is a ........................
(vector /matrix)

vector

5. If A
71

is the inverse of the matrix A, then the equation Au = v can be

solved for the unknown vector u, getting

0111000000000000

6. Therefore a system of n linear equations for n unknowns may be written in

terms of its coefficient matrix A as the equation Au = v for the unknown

vector u. If A has an inverse matrix, then the solution is given by

0000000000000041100
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,*

.17

°.

The following system of linear equations

.

X + 4y + 3z = 1 4-
,

2x + 5y + 4z = 4

x - 3y - 2z 5

44

can be represented in the form of Au = v as,

00000
-7

000410 . 11,

[I,

0,0

9 '

4.

4,1

8.

4 r

If

,

A

1

2

1

4

5

-3

4

-2

-1
then A

4

.

N

zi

4 3

5 4 y

-3 -2 5

1

11t4.

=
, 4

;,18' -5 2

Therefore multiplying

1 4 3 x

2 5 4 y = 41

1 -3 . -2 z 5

both sides (on the left) by A-1 we get

[x 2 -I 1 1

y]
8 -5 2 4 let

z -11 7 -3 5

$
4/4/40A400

I ,
.4after multiplication)

'4 14

4

4
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01C4.1.1.P3=1,1Mait,r.=.

9. If

xylz

= -2

2

227

11.' rOM=1,.

Then the values of x, y and z are

x

3

-2

2

y MOD
1 and z =

3, -21 2

10. Let 4x + 5z = 6

y - 6z = -2

3x + 4z = 3

The above system of linear equations can be represented in the form Auxv as

follows i 0

6

=* 9 *PEP

4

0

3

0

1

0

-6

4

x

y

z

6

=1[21

3
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11. If the inverse of

4 0
.

5 4 0 -5

0 1

IP.

-6 is 18 1 24

3 0 4 -3 0 4

Then the equation

4 0 5

0 1. -6

0 4 z L3

can be solved for xo y and z getting[ i

00004 00000 goo..

00,0,

00000

4 0 -5 6

-18[ 1 24 -2 -38

-3 0 4 3 -6

L era ,
-.4Fmh 4t i x :x Ya1 b ?.` .i - n sL1 9 ;.?'Sv7:;
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Unit XVI: The Theory of Linear Dependence

1. We learned in a previous unit that a determinant is zero if any of its

rows (or columns) are linear combinations of other rows (or columns). The

determinant of the matrix

1 3 2

A = 2 6 7

5 15 11

is zero because the column 2 is equal to times of column 1.

=0.-

3

(three)

2. If in the matrix of the previous frame we denote the columns 1, 2 and 3 as

vectors vl, v2 and v3 respectively, then:

(a) v
2
= k v

-1 when k

3

(b) but v whatever the value of k.



11.1.1r4

230

(c) When two vectors of the same size can be represented by a linear equation

then they are called linearly isotadet and if they cannot then they are

called linearly independent. ThereLze, in the previous frame vl and v2 are

............. and vi and v, are ........... OOOOO

linearly dependent

linearly independent

COMMENT

In the previous frame linear dependence and independence has been defined

in terms of only two vectors. The general definition applies to any number

of vectors. Thus in general, n vectors all of the same order, ya,

vn are said to be linearly dependent if non-zero constants kl, k2,

kn exist such that

11104000000,

ki51. 4.k v + 4.k = O.22 n-vn

If zeros are the only values of the k's for which this equation is true, the

vectors are said to be linearly independent.

3. In the matrix

em

1 3

A = 2 4

2

4

5 15 11

the columns 1 and 2 are linearly ............., and IA1 =

A
-1

does not exist.

doessoo, therefore

0,
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dependent

zero

4. In the matrix

1 3 4

A = 2 7 -1

5 9 11

the columns 1, 2 and 3 are

therefore A71 does exist.

04,06 ........ and also I AI e,

linearly independent

zero

COMMENT

The property of the determinant which we noticed in the last two frames

for a 3 x 3 matrix, is true li general: that if the rows (or columns) of

a matrix are linearly dependent its determinant is zero and its inverse does

not exist; conversely, if they are independent its determinant is non-zero

and the inverse does exist. The minimum condition for the linear dependence

of rows (or columns) of a matrix is that one of them be a linear combination

of the others.
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5. The number of independent rows in a matrix equals the number of independent

columns and vice versa. The matrix

NNW

1 3 4

2 7 -1

5 9 11

has 3 linearly independent rows therefore it has 00000000 linearly inde-

pendent columns also.

S

3

6. The rank of any matrix is the number of linearly independent rows (or

columns) therein. The matrix

1 3 4

2 7 -1

5911
has 3 independent rows (as well as columns). Therefore the rank of the

matrix A is .4,...,6.,

3
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COMMENT

Let A be m x n matrix. If A contains at least one r -rowed minor deter-

minant that does not vanish, but no non-vanishing (r+1)-rowed minor deter-

minant, A is said to be of rank r. If A = 0, the rank is said to be zero.

If r = m or r = n, A contains no (r + 1) - rowed minor determinant. If r<m

and r<n, the definition implies that A contains at least one (r+1)-rowed

minor determinant but that each such determinant vanishes.

7. From the previous comment it is clear that the rank of the matrix A of size

m x n where m<11 is equal to or less than

m

8. If A is a square matrix of order n and its rank r < n, then 1111 = 0, and

A-1
exist. -Therefore. the matrix A is singular.

(does or does not)

does not

9. If A is a square matrix of order n and its rank r=n, then IA' / 0, and A
-1

exist. Therefore the matrix A is ..........................(does or does not)
(singular or non-singular)

and is called matrix of full rank.
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does

non-singular

Note: The rank of the inverse of a matrix A of order n is also n, and

IA
-11 = Al.

10. If A is a matrix of order mxn and has rank r, then A has r linearly

0000001110000000000000000000
(dependent or independent)

rows (columns).

independent

11. To find opt the rank of the matrix

1 3 4

A = 2 7 -1

5 9 11

(a) the first row is multiplied by -2 and -5, and then added to the 2nd

and 3rd rows respectively to make the sub-diagonal elements of rows 2 and

3 in column 1, equal to zero; we get

1 3

000 000 00

000 000 00
wab

1 3 4

Al 0 1 -9

0 -6 -9

Alan
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(b) The second row of Al is multiplied by 6 and then added to the 3rd row

of Al to make the sub-diagonal element of row 3 in column 2, equal to zero;

we get

1 3 4

A
2

0 1 -9

0000* 00004, OM*

A1111=11

A2 0 1 9

0 0 -63

1 3

(c) In A2 we have made all the sub-diagonal elements of A equal to zero.

Now the number of non-zero diagonal elements of A2 is the rank of the matrix

A. Therefore the rank of A is

12. To find out the rank of the matrix

Ii

6 3A= 8

-1 0

5

1

, 4 2

(a) the first row is multiplied by .... and ....

3

and then added to the 2nd

and 3rd row respectively to make the sub-diagonal elements of rows 2 and 3 in

column 1, equal to zero; we get

(continued on next page)
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4 2 3

00000 00000 00000

1ej

Al

-0 and -3

1 4 2 3

0 -26 -13 -19

0 -13 -6

(b) the second row of Al is multiplied by -1 and 3rd row by and then

added to the 3rd row of Al to make the sub-diagonal element of row 3 in

column 2 equal to zero; we get

1 4 2 3

A
2

0 -26 -13 -19

00000 00000 ..... 00000

A2

2

1 4 2 3

0 -26 -13 -19

0 0 1 3

(c) Now the number of non-zero diagonal elements of A2 is and

therefore the rank of A is ....mei.

3; 3
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COMMENT

The method of finding the rank of a matrix, which we have used in the

previous frames is quite general: initially the first row is used to reduce

the sub-diagonal elements of the first column to zero, basing the calculations

on the first term of the first row. Then the elements below the diagonal

in the second column are reduced to zeros using the second row, based on its

diagonal term. Because the sub-diagonal elements of the first column have

already been made zero in the first step of this procedure this second step

does not effect their values. And so the process is continued, using each

row this way in turn, until all remaining rows are zero or until the last

row is reached. The number of non-zero diagonal elements is then the rank.

TT.TTXR TATTVOTPTTAT.TT.57,T,"...

T

arg.-- .=



1. Let

U.

4' , 4
1F

4k, .
,

'Zs

441°.

x" *

" , ;"-::.-, 40* - .,,,
, * ' 4 4.1. ' '`'

1 x

1. t bt .0 x x* , 4 ** '.4''' 4 0` .-t.
,.*AX1. 4 t # Aa ..,J.

4 Lpt:B-be sTi on'6square matrix andA
, a ' a 44' 4- 4 , -* * 4.*. * * ' - --, 0. #

" *,-44' i % **b l'" *'' '
(aYthetatrix-B-)!I'is called the

4$, .,

A =

233

1.4

'9

4,4

ik

Unit XVII: The Characteristic'Equiiion of a Matrix
4 '4

[3 5

1 7

be a square matrix of order 2 and

,A-kI

[1 7

3 5

141

k is a scalar variable then

x*
St .

6

4e.

[-k 5

1 7-k

4

a scalar variable, then

characteristic matrix of B. 'Therefore

t,t4ln,:t hdtirevious frame the characteristic
4 w

4 *,k*** [ .

far

'.4

matrix of A is

4
h'

k 6.,

4

[-k 5

4.

-
. ,

1,4

...kkkoratekkOr,



139

(b) the determinant IB-AI! = f(A) is called the characteristic determinant,

of B; the equation f(A) = 0 is called the characteristic equation of B.

From frame I we have

A-kIl
3-k 5

1 7-k
= (3-k) (7-k) - 5 = k

2
- 10k + 16,

therefore k
2

- 10k + 16 = 0 is the OOOOO ........ of A.

characteristic equation

(c) the roots of f(A) = 0 are called the characteristic roots, the latent

roots, the characteristic values , or the eigenvalues of B. Solving the

characteristic equation of A, k2-10k+16 = 0, k = 8 or 2. Therefore the

characteristic roots of A are and OOOOO

and 2

Let

1 4 f 1 0 0

A = 2 1 audio I0 0 I

-1 3 1 0
r

0 1 .

(a) The characteristic matrix of A is

A-)I 1:11 *
b
00000 00000 0004*
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1-A 4 1

2 1-X. 0

-1 3 14.

(b) The characteristic equation of A is

1AA1I =

00000

00000

00000

000000
0000e

0000

000410

00000

0

or
40.\ 2

3 A -4) an 0

1-/. 4 1

2 0

-1 3 10 -1'.

(c) The characteristic equation

()2 - 30X -4) = 0

of A is

or ,A(+ 1) (A- 4) = 0

Therefore the characteristic roots of A are and

4.0.41114441111.11011

0, -1, 4

' '. '

.. .'= -.--=.,;,..-,.... -7kt........,,,,.........:,..,..4.7- ....,,,,,,---,,,....1...:. ;.1.,...,,,..,:,...'",717.,41-,-....,-.7..-ruc- - 42.--.....--
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li...2

4 -2

4 2 -2

-2 -2 -1

(a) The characteristic equation of A is

SEM 0

2-A 4 -2

4 2-)k -2 0

-2 -2 -1- )

(b) The characteristic equation of A is

2-A 4 -2

4 2 414 -2 0

-2 -2 -1-)1/4

which after expanding the determinant, becomes

+ 3)1/42 + 24)4 + 28 = 0

or ()%4 2)2 (7 -A)

Therefore the characteristic roots of A are and

-2, -2, 7

, 'leg; --;;;,+%;-=',1,,,-.4-4..



5. Let

113 5

1 7

and its latent roots are 2 and 8.

242

and v = 1

2

'Let u = be two vectors
v
2

such

Or

or

that

Au =

3

1 7
]

[3u1 +

2u

u

ul

2

5u2

=

and

u
2

u
2

1]

2u
2

Av = 8v

and

and

[1

3

7 v2 rv2

11

8v
2

3u1 +

u
1.
+ 7u, 2

= and

2 [
3v1 +

vi + 7v2 8v2

6. From the previous frame we have

3u1 5u2

ul + 7u2

Taking the arbitrary values

2u2
and

of u
1,

equations 3u1 + 5u2 = 2u1 and 3v1

u2 = and v2 go

3v1 + 5v1

vl + 7v2

= -5 and vi =

VS

[8v2

8vi""

.1

10 and then solving the

+ 5v
2
= 8v

1,
we get

u2 = 1: v
2
= 1
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7. From the frames 5 and 6 we can see that corresponding to the latent roots

2 and C of the matrix A
= [3

5]1 7

, there are two vectors

u = r]
1

and v = such that

[1.

Au = 2u and Av = 8v
.

i.e.

3 5

1 7 1

2

11
and

[. 1

1

1 7 .1

= 8

1

Here u and v are the latent vectors of A corresponding to the latent roots

(2 and 8) of A.

Let Abe a matrix of order n and therefore the characteristic equation

= 0 is a polynomial in ) of degree n. If it has all the solutions

then:

(a) How many latent roots of A do you expect? ......0....

(b) How many latent vectors of A do you expect?
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(c) If ;01 and ui (for i = 1, 2, See, n) are the latent roots and vectors

of A, then

Aui =

9. Let

2

A = 3 3 -2

4 1 0

(a) The sum' of the diagonal elements (which is called the trace)

of A = + = 5

2 + 3 + 0

(b) The sum of the minors of order 2 of the diagonal elements (which are

called the principal minors of order 2) 2, 3 and 0 of IA1

111111
OM*

-2011
1

2

4

O
O 0.000

- 4 + 9 = 7



4=11...

(c)

24J

2

The characteristic equation of A is

I A- XII =

2 -)

3

4

-1

3 -,'

1

1

-2

-->

= - 0

and it can be expanded by diagonal elements (called the gistgEol expansion).

It is

(-)94(-;)`)2(trace of A)+(-A) (sum of the second order minors of A)+IAI= 0

or -13 + 2 () - >4. ( 7 ) + 3 = 0

NNW AmommriMMir

5

(d) The roots of the characteristic equation

5)%2 - 7/\ + 3 = 0

or (A-1) 2 (X-3) = 0

are , ,A =., and A3 = mem

1, 1, and 3

COMMENT
The method of diagonal expansion of the characteristic equation in the

previous frame is quite general and can be used for a matrix of order n.

F.
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Unit XVIII: Special Types of Matrices

all a12 a13

A =
a12 a22 a23

a13 a23 a33

(a) The elements of the first row are **floe, moo, mow*

and the elements of the first column are woe, Soo...

all, a12, a13

all, a12, a13

(b) The elements of the second row are liposoo, *see*, ;lose*

and the elements of the second column are sealeop seise, simildre

a12' a22,22
, a

23

a
12'

a
22'

a
23

(c) The elements of the 3rd row are 411.4.41., mos,

and of the 3rd column 0000. , 00000, 00000

a13,
a23,

a33

a23, a33
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(d) The transpose of A is

11

A =
(name of the matrix)

11
a
12

a
13

a
12

a
22

a
23

a
13

a
23

a
334..

1

2. Now let

0 a
12 al3

B = -a
12

0 ;a
23

then
11

-a
13

-a
23

0

(a) The elements of the 1st row are .6...

and the elements of the 1st column are 00000, OPO*0

A

0 a
12,

a
13

0, -a
12'

-813

(b) The elements of the second row are , .6..6

and of the second column
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-a12, . 0,

a12, 0,

a
23

-a
23

(c) The elements of the 3rd row are ...soy *ern, Alm*

and of the 3rd column ofroloo, sow

(d) The transpose of B is

S.... ogee

ewe woo ls
sego. llo Ili

a12

-a
12

0

a13 a
23

-a13,

a
13,

-a
23,

0

a
23,

0

MP

0000. Od1000 0.000 4141000.

4101160 0OAOO 00000

-a
13

0 a
12

a
13

-a
23

= - -a
12

0 a
23

= -B

0 -a
13

-a
23

0

COMMENT

We have seen in frame 1 that the rows of A are equal to the corresponding

columns of A, and also A = A therefore A is a symmetric matrix.

In frame 2, the rows of B are equal to minus times the corresponding

columns of B, and also B = -B, therefore B is a skew-symmetric matrix.
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In general a matrix A is said to be symmetric if it is equal to its

trenspose:Le.:UA=AoreiV2 ai l-; (i,j = 1, 2, n). A is

said to be skew-symmetric if it is equal to the negative of its transpose,

i.e., A = -A , or ail = aii = 0; (i,j = 1, 2, n).

3. If A is such a matrix that its inverse equals its transpose, i.e. A

then A is said to be an orthogonal matrix.

Also Ali
-1

= AA

or = AA

(multiplication of A and A
-1

)

-1 =A:

I

4. Let A be an orthogonal matrix and A a latent root, then

A -,'II = O.

Multiplying throughout by A. we get

AA -A Iski es 0

0
or -AAI - 0

Multiplying throughout by I

I1 I 6. .....I = 0

we get

or A- 1 II = 0 because A= A
A

It shows that if ) is a latent root of an orthogonal matrix then so is 1A

I

A
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Let A be an orthogonal matrix so that AA ;= Then

= III = +1 or -1

Therefore the determinant of A is

41 or -1

6. Let

A

3 -6 -4

-6 4 2

[4 2 -1

be a symmetric matrix with its latent rootSA, = -1, -4, 11.

Corresponding to the latent roots, the

1

1 2 2

2 /

[

1 and -2

latent vectors are

which can be represented as columns of a matrix P

1 2 2

f.e. P = 2

[

1 -2

2 2 -1
'ea

(a) P can be normalized dividing element:05 each column by the square root

of the sum of the squares of the elements in the column. Therefore normalizing

2column 1 of 110 elements 1, 2 and -2 should. be divided by N',1
2
+ 2

2
+ 2 = 3;

normalizing column 2, elements of 2, 1 and 2 Should be divided by

.61. + . + = 3; and normalizing column 3, elements 2, -2, -1

=should be divided by + +



25i

,J22
i2

22

2
2
+ 2

2
+ 1

2
= 3

(b) Normalized form of P is obtained by dividing columns 1, 2 and 3 by 3.

Therefore normalized P is

P as

....

= 1/3

1

2

:2

2

1

2

2

-2

-1

2/3

-2/3-2/3

2/3

1/2

2/3

2/3

-2/3

-1/3

(c) The multiplication of the transpose of P* to P* is

ri2 -2 1 2 2 1.... .... ....

P P
*
= 119 2 1 2 2 1 -2 = 1/9 .... .... ....

2 -2 -1 -2 2 -1 .... ...L

Therefore P* is an orthogonal matrix.

1/9 0[9

0

0

9

0

0

0

9...

= I
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1 2 -2 3 -4 1 2 2

I* *
P A P = 14/9 2 1 2 -6 4 2 2 1 -2

2 -2 -1 -4 2 -1 -2 2 -1

2

1

-2

--2

2

-1 0000

0001

0000

= 1/9 ....

....

.... ...:

.... ....

.

....

.... ....

0... =0

....

...:

........

L....

where D is the diagonal matrix of latent roots.

1/9

a.

2

2

2

1

-2

-2

2

-1

-1

-2

r
2

[

-8

-4

-8

22

I.

-22 119 0

-11 0
I

0

-36

0

0

0

99

COMMENT

The results of the previous frame are true for general. If A is an

a-square symmetric matrix whose characteristic roots aredikl,X21 ,, n

there exists an orthogonal matrix P
*

such P* the

diagonal matrix of the latent roots.

square matrix which has only zeros above (or below) the main diagonal is

called a triangular matrix.

The matrix

0

0

3

2

0

5

7

3

4 .0.04,41,4,40-0
W100,10,*4W4M4001.10.0,

matrix.

triangular

V .71


