
DOCUMENT RESUME

ED 026 856 24 EM 007 007

By- Osburn, H. G.; Shoemaker, David M.
Pilot Project on Computer Generated Test Items.
Spans Agency-Office of Education (DHEW), Washington, D.C. Bureau of Research.

Bureau No-BR-6-8533
Pub Date 1 Jun 68
Grant- OEG- 1 -7-068533 -3917
Note- 171p.
EDRS Price MF-$0.75 t-1C-S8.65
Descriptors-*Achievement Tests, Evaluation Techniques, *Measurement Techniques, *Test Construction, Test
Interpretation, Test Selection, Test Validity

A computer program generating question series for achievement examinations
was presented and the relative reliability of computer-generated and
instructor-selected items was investigated. To provide validity for examinations
generated by an original computer program, representative processes of
construction and sampling were operationay defined. A behavior list representing a
molar analysis of essential topics in elementary statistics was prepared from text and
class materials, and one or more item forms (performance questions) for each item in
the list were defined. The program generated examinations by randomly selecting item
forms from each element referenced. Two university level elementary statistics
classes received a series of examinations composed of both computer-generated
and instructor-selected items. While items selected by an instructor were found to
have greater reliability, the computer-generated series evidenced coefficients of an
acceptable level. Student reaction was considered favorable, with difficulty and
fairness of computer- and instructor-supplied items judged comparable on a
post-examination questionnaire. The further development and use of
computer-generated examinations were considered substantially encouraged by the
obtained data. (SS)



U.S. DEPARTMENT Of HEALTH, EDUCATION & WELFARE

OFFICE Of EDUCATiON

THIS DOCUMENT HAS BEEN REPRODUCED EXACTLY AS RECEIVED FROM THE

PERSON OR ORGANIZATION ORIGINATING IT. POINTS Of VIEW OR OPINIONS

STATED DO NOT NECESSARILY REPRESENT OFFICIAL OFFICE Of EDUCATION

POSITION OR POLICY.

Final Report

Project No. 6-8533
Grant No. OEG-1-7-068533-3917

Pilot Project on Computer Generated Test Items

H. G. Osburn
University of Houston

David M. Shoemaker
Oklahoma State University

Houston, Texas
June 1, 1968

Ibe-cesearch reported herein was performed pursuant to a grant with the
Office of Education, U.S. Department of Health, Education and Welfare.
Contributors undertaking such projects under Government sponsorship are
encouraged to express freely their professional judgement in the conduct
of the project. Points of view or opinions stated do not, therefore
necessarily represent official Office of Education position or policy.

U.S. DEPARTMENT OF
HEALTH, EDUCATION AND 4ELFARE

i=,T:M!PrTWf

Office of Education
Bureau of Research



Table of Contents

Page
Summary 1-2

Chapter

1. Background and Purpose 3-5

Theoretical Background
Purpose

2. Method and Procedures 6-9

The Computer Item Generating Program
Ocvelopment of Item Forms
Experimental Tryout of Item Forms

Samples
Experimental Tests
The Student Questionnaire

3. Results, Discussion and Conclusions 10-26

Results on the Fall-1967 Sample
Statistical Characteristics of Com-

puter Items
Student Reaction to Computer Items

6 Results on the Spring-1968 Sample
Statistical Characteristics of Com-

puter Items
Student Reaction to Computer Items

Discussion and Conclusions

References 27

Appendices

A. Behavior List for Elementary Statistics 28-35

B. Item Form List for Elementary Statistics 36-58

C. Test Used in the Study 59-71

D. Student Questionnaire 72-76

E. Program Manual 77-95

F. Program Statements 96-124

G. Sample Item Sentences 125-166



List of Tables

Page

1. Item Composition of Tests 11

2. Intercorrelation Matrix Fall-1967 Sample 12-14

3. Item-Test Correlations and Estimated Reliability
Coefficients Fall-1967 Sample 15

4. Intercorrelation Matrix Spring-1968 Sample 20-21

5. Item-Test Correlations and Estimated Reliability
Coefficients Spring-1968 Sample 22

iv



Summary

This study is based on the concept that it is possible to define

what a test is measuring by specifying operational procedures for

the construction and sampling of test items. The implementation of this

point of view involves definition of meaningful stimulus classes and

systematic samplinz from the classes so defined. This study explores

the possibilities of using a digital computer for item sampling from

predefined stimulus classes.

The prinary purpose of the study was to tryout the concept of

computer generated test items in the context of an actual course of

instruction to determine the operational feasibility of the techni-

que. The study consisted of three phases (1) development of a com-

puter item generating program, (2) specification of a system of item

forms in the content area of elementary statistics and (3) tryout of

item sentences sampled from the universe of content using college

students in elementary statistics.

The criteria used to evaluate the computer generated item tech-

nique consisted of (1) the reliability of computer generated items

compared with instructor made items (2) student reaction to the

technique and (3) general experience in attempting to generate items

by computer.

The results of the study suggested that the computer gener-

ated test items used in the study were slightly less reliable than

the instructor made items. However, the reliability of the computer



generated items was not unacceptably low. Student reaction to the

technique was generally positive and there were increasingly favor-

able reactions as some of the bugs were worked out of the method.

Experience with using a computer to generate test items

suggested that the method used in this study was quite limited and

that more flexible data structures will be required.
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Chapter 1

Background and Purpose

A. Theoretical Background

An extended discussion of the theoretical background for this study

has recently been published in the Journal of Educational and PsycholoiLL-

cal Measurements, Osburn (1968); therefore only a condensed version is

offered here. The interested reader is referred to the longer paper.

The basic theoretical concept is that the objective of achievement

testing is generalization to a well defined universe of content. ',le

are usually not intrinsically interested in an examinee's performance

on the particular items in a test. Rather we would like to make infer-

ences regarding his knowledge and skills with respect to some larger

content domain. The typical achievement test is an arbitrary collection

of items - of little value unless valid inferences can be made regard-

ing the examinee's behavior in some wider context.

The usual approach to the measurement of achievement is to think

of the examinee as possessing a measureable amount of "knowledge" *here

knowledge has the status of a hypothetical construct mediating behavior

on the test with other important behaviors of the examinee. Knowledge

is conceptualized implicitly as a latent hypothetical continuum and the

measurement problem is reduced to a question of making inferences about

the latent hypothetical continuum from analysis of responses to test

items. Somewhere along the line the hypothetical continuum is given a

name such as number facts, 10th grade mathematics, etc. and the

illusion that something meaningful is being measured is complete.

There are many serious.problems with the 'abave described approaoh

to achievement testing. First and foremost it is very difficult to

establish what an achievement test is measuring in functional terms.

The usual strategy is to attempt to determine the construct validity of

the test. This seems reasonable except that in actual practice it often

_3-
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comes down to correlating scores on one set of arbitrary items with

a second set of equally arbitrary items where both sets are referred

to the same or similar constructs. This is not to say that achieve-

ment testing is completely arbitrary. Subject matter outlines are

drawn up and the items are often distributed in some systematic fash-

ion across subject matter elements. However, as a rule items are not

sampled in any rigorous sense and there is not a direct link between

the definition of the universe of content and the items that appear

on any particular test. To establish such a link requires that all

items that could possibly appear on the test to be specified in

advance so that random or stratified random sampling can be rigor-

osly implemented.

The basic strategy of the present study is to attempt to define

what the test is measuring by specifying the operational procedures

for the construction and sampling of test items. Validity is not est-

ablished solely by reference to the responses of examinees, but rather

by a careful definition of the stimuli. To paraphrase Hively, Patter-

son and Page (1968) - Classes of stimuli may be defined by stating

sets of relevant and irrelevant properties. Classes of responses may -

be defined by stating one or more properties or criteria. Knowledge

may then be operationally defined as a functional relation between

certain classes of stimuli and classes of responses. One can "diag-

nose" an individual's knowledge by testing him with sample of stimuli,

varying the stimulus properties systematically, and observing the

occurence of defined responses.

In principle at least the validity of an achievement test may be

established for a single subject by showing that a functional relation-

ship exists between classes of stimuli and classes of responses. The

implementation of this point of view involves definition of meaningful

stimulus classes and the systematic sampling from the stimulus

classes so defined. In the author's opinion the definition of stim-

ulus classes is the principle problem in achievement testing.

-4-



One possibility for the systematic sampling of items from a

defined set of stimulus classes is to analyze the content domain into

a hierarchical arrangement of item forms and develop a program for a

digital computer that will compose item sentences given a suitable

vocabulary and structural codes for the item forms. An item form has

the following characteristics: (1) it generates items with a fixed

structure; (2) it contains one or more variable elements; and (3) it

defines a class of item sentences by specifying the replacement sets

for the variable elements. An item form may be very general or

abstract or quite specific and particular. The analysis of a content

domain into item forms proceeds from the general to specific in much

the same way as an ordinary subject matter outline with one crucial

difference - in item forms analysis there is an unbroken link between

the abstract system and the individual item sentence. This property

makes it possible to unambiguously define a universe of content as an

hierarchical arrangement of item forms together with the replacement

sets for the variable elements.

B. Purpose

The primary purpose of this study was to tryout the concept of

computer generated test items in the context of an actual course of

instruction to determine the operational feasibility of the technique.

The statistical characteristics of computer generated items as compared

with instructor made items and student reactions to the computer

items were the /rinciple criteria used to access feasibility along with

experience in attempting to actually implement the procedure.

-5-



Chapter 2

Method and Procedures

A. The Computer Item Generating Program

During the summer of 1967 a computer program was developed by

David Shoemaker and the author for generating test items using the

item form concept. The program was multi-purpose in the sense that

(1) it could accept as data the raw material for item forms; (2) it

could stratify item forms into classes or strata for sampling pur-

poses; and (3) it could generate random item sentences according to

the sampling plan specified by the investigator. The program was in

block form in the sense that the various phases of the item genera-

tion process were independent of each other and could be initiated

by means of a control card. The process of item generation was

broken down into the following phases:

1. Coding of Replacement Sets - Replacement sets for item forms

were inputted as character data. The computer program coded the

replacement set in such a way that the set could be referenced and

an element of the set could be randomly selected as needed.

2. Random Number and Frequency Distributions - The program pro-

vided for the generation of several types of random numbers, frequency

distributions, probability distributions and joint distributions.

The program operated on code read in as part of an item form or ran-

dom replacement set. The code specified the desired characteristics

of the random number, frequency distribution, etc.

3. Coding of Item Forms - Item forms were inputted as character

data, coded references to random replacement sets, and coded refer-

ences to random numbers. The computer coded the item forms in such

a way that the item form could be referenced by number and the com-

puter could assemble the various elements of an item form and print

out a particular item sentence.

-6-

W.L.12FV.:4(..tx4h,-.440,4,



4. Stratification of Item Forms - Stratification of item forms

was accomplished by inputting item form code numbers referenced to

the desired strata. Thus, stratification could be modified by data

input.

S. Generation of Tests - The computer program generated tests by

selecting one random item sentence from each stratification referenced
by the input command. If more than one item per strata was desired,

the strata was multiple referenced.

The program was written in FORTRAN IV compatible with the Sigma
7 and the 7090 series computers. Four tapes were utilized for data
storage. Data for about 100 item forms could be stored and processed
in one pass through the computer. The users manual describing the

control cards and the various random number and format codes is pre-

sented in Appendix E of this report. The program statements are

presented in Appendix F.

B. Development of Item Forms

The first stage in the development of the item forms used in this
study was to construct a behavior list covering significant tasks that

the competent student should be able to.perform correctly. The scope
of the behavior list was roughly equivalent to chapters 1-10, 16 and
17 in Statistics for Psychologists by William L. Hays. The behalior

list represents a rather molar analysis of the chosen topics in elemen-

tary statistics and assumes that the student has access to a text and

class notes. As it turned out many of the items on the behavior list

were not applicable to the classes in elementary statistics on which
data were collected. The text actually used in the experimental

classes was Fundamental Statistics in Psychology and Education by J. P.

Guilford. For this reason many of the items on the behavior list

were not used in the present study. The behavior list is presented

in Appendix A of this report.

,44,..4.KkevAt,
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Item forms were developed by taking each element of the behavior

list and attempting to define one or more item forms for the behavior

element. The item forms that emerged were heavily computationally

oriented. This was partly due to the open book type of examination for

which the item forms were designed, and partly due to the bias of the

author. A writing team would be required to develop a really compre-

hensive set of item forms. The objective of this pilot study was to

evaluate the feasibility of the procedure rather than develop a com-

prehensive set of item forms.

One other characteristic of the item forms used in this study was

that they were not completely specified as to content. Only the general

structure was specified and the actual content of the item form was

developed as it was composed for computer input. The item form list is

presented in Appendix B of this report. One random item sentence

from each item form is presented in Appendix G.

C. Experimental Tryout of Item Forms

1. Samples

Two samples were used in this study. The first sample con-

sisted of 27 students in a senior level course in elementary statistics

for psychologists at the University of Houston during the fall semester

of 1967. The text for the course was Fundamental Statistics in Psychol-

ogy and Education by J. P. Guilford. The course was taught by the

author. The general characteristics of the sample were as follows:

Of the 27 students 78% (21) were taking their first statistics course.

While the majority of the students were psychology majors (14), a

wide variety of majors were represented: biology, math, speech, econ-

omics and English. The mean age of the sample was 24.7 years (SD=4.8)

and 67% C18) were male. A majority were undergraduates (16).

A second sample of students taking the same course was

studied during the spring semester of 1968. The instructor and text

were the same as for the first sample. The characteristics of the

second sample were as follows: Of the 21 students 86% were taking

-8-



their first course in statistics. Only about one-fourth of the students

were psychology majors with a wide variety of majors other than psychol-

ogy represented. The mean age of the sample was 24.48 years and 71%

(15) were male. Thirteen were undergraduates and 8 were graduate students.

2. Experimental Tests

Three tests were administered to the Fall-1967 sample. For

comparison purposes the tests were composed of a mixture of computer

generated and instructor made items. The item composition of each test

is presented in Table 1. It is important to note that the computer

generated items were not truly random item sentences as some selection

among computer generated items was required due to difficulties with

the computer program. It can be said that the computer generated items

were representative but not truly randomly sampled. All tests used

in the study are presented in Appendix C of this report.

Since it was necessary to terminate the study prior to the

end of the spring semester 1968, only two experimental tests were stud-

ied for the spring 1968 sample. The composition of these two tests

is also presented in Table I.

One to two weeks prior to each test samples of two random

item sentences from each item form that could appear on the test were

passed out to the students as study guides. The students were told

that some of the items on the forthcoming test would be randomly sampled

from the same universe of content as the sample items. It was made

clear that in all probability exact duplicates of the sample items

would not appear on the test.

3. The Student Questionnaire

A questionnaire was constructed for the purpose of assessing

student reaction to the computer generated items. This questionnaire

was given to the fall-1967 sample just after the final examination in

the course. It was given to the spring-1968 sample about one week after

the second examination. A copy of the student questionnaire is in

Appendix D of this report.

-9-
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Chapter 3

Results, Discussions and Conclusions

A. Results on the Fall-1967 sample

1. Statistical Characteristics of Computer Items

The three tests given to the fall-1967 sample contained a

mixture of instructor made and computer generated items so that com-

parisons could be made. It should be emphasized that these compari-

sons are in no way definitive since the instructor made items were

arbitrary and the computer program from time to time generated defec-

tive items so that these items were not truly randomly sampled. Never-

theless, a rough idea of the statistical characteristics of the com-

puter items can be obtained while recognising the limitations of the

study.

The item means, standard deviations and intercorrelations

for the three tests are presented in Tables 2a, 2b and 2c Inspection

of these tables shows that the items within a particular test were

moderately intercorrelated with test 2 having the most homogeneous

items. Also the item total score correlations are in the expected

range with the exception of two items (item 5 in test 1 and item 2

in the final examination). Both of these items were computer gener-

ated. The suggestion from these data is that the computer generated

items may be a little less homogeneous than the instructor made items.

The overall results are presented in Table 3. These data

show that the computer generated items were slightly less reliable per

item than the instructor made items. This is also reflected in the

slightly lower average item-sum score correlations for the computer

generated items. Test 1 consisting of computer items only showed the

lowest reliability. Thus the weight of the evidence points to a slightly

lower reliability for the computer items. On the other hand the dif-

ferences are slight suggesting that the price in lower reliability that



Table 1

Item Composition of Tests

Fall-1967 Sample

Item Classification Test 1 Test 2 Final Total

Instructor Items 0 4 4 8

Computer Items 7 5 6 18

Total 7 9 10 26

Spring-1968 Sample

Item Classification Test 1 Test 2 Total

Instructor Items 3 1 4

Computer Items 5 6 11

Total 8 7 15
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Table 3

Item-test Correlation and Estimated

Reliabilities: Fall-1967 Sample

n

gt
1

gs
2

Estimated

Test3

Reliability

Item4

Test 1 7 .59 .49 .65 .21

. .

Test 2 9 .71 .63 .84 .37

Final 10 .60 .58 .93 .56

Instructor 8 .61 .77 .29

Computer 18 .56 .85 .24

1.
gt

- The average item-test score correlation for each test.

2. i - The average item-sum score correlation where the sum score
gs is the sum of the three tests.

3. - Coefficient alpha computed by analysis of variance.

4. - Estimated reliability per item.



one might have to pay for the advantages of the computer item techni-

que may not be too high.

2. Student Reaction to Computer Generated Items

Immediately following the final examination the student ques-

tionnaire was administered to the fall-1967 sample for the purpose of

evaluating their reaction to the computer generated items. The first

two questions concerned an evaluation of the perceived difficulty and

effectiveness of the course as a whole.

1. Please rate the difficulty of the course in terms of

learning to understand statistical concepts.

22% Very difficult
26% Moderately difficult
33% About average
19% Moderately easy
00% Very easy

2. To what extent do you think this course was effective

in teaching statistical concepts?

26% Very effective
48% Moderately effective
19% About average
04% Moderately ineffective
03% Very ineffective

Responses to these two items indicate that the majority of

the students felt that the difficulty level of the course was average

to difficult in terms of the concepts involved and that the instruction

was moderately to very effective. Surprisingly, students with a prior

statistical 1--Aground tended to judge the course as being more dif-

ficult than the non-experienced students. The open-ended comments to

this question suggested that the course would be more effective if the

concepts had been related more closely to practical applications. This

criticism was also made of the computer items.

The next two questions were concerned with the extent to

which the sample computer generated items helped to define the objec-

tives of the course.
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3. Prior to each test you were given samples of statistics

problems drawn from a defined universe of content.

a. To what extent did you use these sample problems to

study for the test?

00% Used as only source
19% Used more than any other sources
59% Used equally with other sources
22% Used other sources more
00% Did not use at all

b. To what extent did you feel that the sample problems

adequately defined what you had to learn in the course?

37% Very valuable
56% Somewhat valuable
00% Of no value
04% Somewhat detrimental
03% Very detrimental

Responses to these two items indicate that according to student

report the sample items were of definite value in defining the objectives

of the course and that the sample items tended to be used as study

guides about equally with other sources of information. Open-ended

comments on this question suggested that the sample problems would have

been more meaningful if the answers had been provided.

Four questions asked for a comparison between the computer gen-

erated items and instructor made items.

4. Some of the problems on your tests were generated by a com-

puter from a defined universe of content.

a. Did you find the computer generated items more difficult

or easier than instructor made items?

30% Very difficult
26% Somewhat more difficult
41% About the same
04% Somewhat easier
03% Much easier

b. Do you feel that your knowledge of statistics could be

-17-
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adequately tested using only test problems sampled by

the computer?

04% All of the time
30% Most of the time
41% Some of the time
15% Little of the time
11% Very little of the time

c. How did the computer generated problems compare with

instructor made problems in terms of fairness?

19% Very fair
07% Moderately fair
44% About the same
26% Moderately unfair
04% Very unfair

d. Do you think that it would be desirable to draw all test

problems from a defined universe of content?

26% Very desirable
44% Somewhat desirable
11% Does not matter
15% Somewhat undesirable
04% Very undesirable

Responses to the above four items indicate that computer gen-

erated items were perceived as more difficult than instructor made items

and about the same in terms of fairness. The majority indicated that

knowledge of statistics could be adequately measured at least some of

the time by computer generated items and it would be somewhat to very

desirable to draw all test problems from a defined universe of content.

Open-ended comments on these items suggested that the computer gener-

ated items were more difficult because of notation problems introduced

by the limited character set for computer print out.

B. Results on the Spring-1968 sample

1. Statistical Characteristics of Computer Items

Only two tests were studied on the Spring-1968 sample due to

the necessity of terminating the study by June 1, 1968. The item

-18-



composition of these tests is presented in Table 1.

The item means standard deviations and intercorrelations are

presented in Tables 4n and 4b. These data show that the items within

a particular test arc moderately intercorrelated with test 1 having the

most homogeneous items. Only two of the fifteen items failed to corYe-

late with the total score for that test (item 4 in test 1 and item 3 in

test 2) both of these items were computer generated items. Thus as

was found in the previous sample the computer generated items appear

to be a little less homogeneous than instructor made items.

The overall results are presented in table S. These data show

that the computer generated items are considerably less reliable per

item than the instructor made items. Thus, the finding of lower relia-

bility for computer item that emerged in the Fall-1967 sample appears

to be strengthened by these data.

2. Student Reaction to Computer Items

The student questionnaire was administered to the spring-1968

sample about one week following the second test. Responses of the

spring-1968 sample to the first two questions were as follows:

1. Please rate the difficulty of the course in terms of learning

to understand statistical concepts.

10% Very difficult
33% Moderately difficult
29% About average
29% Moderately easy
00% Very easy

2. To what extent do you think that this course was effective in

teaching statistical concepts?

38% Very effective
48% Moderately effective
14% About average
00% Moderately ineffective
00% Very ineffective

The spring-1968 sample shows a more positive response to items

1 and 2 than did the fall-1967. The course was seen as significantly less

-19-
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Table S

Item-test Correlation and Estimated

Reliabilities:Spring-1968 Sample

i
gt

1
i

gs

Estimated
2

Test3

Reliability

Item
4

Test 1 8 .71 .63 .83 .38

Test 2 7 .66 .61 .77 .32

Instructor 4 .78 .72 .39

Computer 11 .67 .76 ..22

- 1
1. r

gt
- The average item-test score correlation for each test.

2.i
gs

- The average item-sum score correlation where the sum score

is the sum of the three tests.

3. - Coefficient alpha computed by analysis of variance.

4. - Estimated reliability per item.
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difficult and somewhat more effective. Open-ended comments on these

two questions suggested that knowledge of algebra makes this course

much easier.

Responses to questions regarding course objectives were as

follows:

3. Prior to each test you were given samples of statistics

problems drawn from a defined universe of content.

a. To what extent did you use these sample problems to study

for the test?

00% Used as only source
62% Used more than any other source
29% Used equally with other sources
10% Used other sources more
00% Did not use at all

b. To what extent did you feel that the sample problems

adequately defined what you had to learn in the course?

86% Very valuable
14% Somewhat valuable
00% Of no value
00% Somewhat detrimental
00% Very detrimental

There was a significant increase in favorable responses by the

spring-1968 sample as compared with the fall-1967 sample for both of the

above items. This was possibly due to the fact that the sample items

contained fewer flaws than in the first study. Also several of the

notational problems noted earlier were corrected.

The next four items were concerned with a comparison between

instructor made and computer generated items.

4. Some of the problems on your tests were generated by a

computer from a defined universe of content.

a. Did you find the computer generated problems more diffi-

cult or easier than instructor made problems?

00% Very difficult
24% Somewhat more difficult
52% About the same
24% Somewhat easier
00% Much easier

-23-



b. Do you feel that your knowledge of statistics could be

adequately tested using only test problems sampled by the

computer?

JO% All of the time
62% Most of the time
29% Some of the time
00% Little of the time
00% Very little of t!!g. time

C. How did the computer generated test problems compare with

instructor problems in terms of fairness?

19% Very fair
14% Moderately fair
67% About the same
00% Moderately unfair
00% Very unfair

d. Do you think that it would be desirable to draw all test

problems from a defined universe of content?

38% Very desirable
29% Somewhat desirable
19% Does not matter
10% Somewhat undesirable
05% Very undesirable

Again the responses of the spring-1968 sample were more posi-

tive on the above items compared tothe fall-1967 sample. There was a

significant shift on items 4a and 4b while the shifts on the other two

items were not statistically significant. In general the spring-1968

sample reported that the computer generated items were less difficult

and more fair than did the previous sample. This was probably due to

corrections in the notation and wording of some of the item forms.

The results on student reaction to the technique suggested that as

the bugs are more fully worked out of the item forms, student reaction

will be very positive.
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C. Discussions and Conclusions

The results of this study suggest that the reliability of computer

generated test items is somewhat lower and more variable than instructor

made items used for comparison. However, reliabilities for the computer

items were in the acceptable range and it should be emphasized that the

reliability results are not so discouraging as to suggest abandonment of

the technique. Somewhat lower reliability may be the price one has to

pay for the advantages of systematic sampling of items from a defined

universe of content. Also further refinement of item forms could

possibly correct this difficulty. In addition, computer items proved to

be quite acceptable to students - especially in the second sample after

improvements were made in the item forms. One can conclude that the

results of the study were encouraging but there are a number of problems

with the technique.

One major problem was the computer generating program. The program

was quite adequate to implement the general strategy on which it was

based but the strategy behind the program was probably faulty. Exper-

ience in attempting to construct item forms with the random replacement

set approach suggests that this general strategy is very limited,

because there are too many dependencies in a complex item form to easily

represent the item form as a combination of fixed elements and random

replacement sets. The program run time was very slow and the system

proved to be cumbersome and difficult to debug. It appears from hind-

sight that what is needed is a data structure that is more ideally suited

to the representation of data dependencies. Probably the most promis-

ing approach is to represent item-forms as tree structures. This data

structure appears to offer maximum ability to represent dependencies in

tun item form.

Another severe limitation of the item generating program used in

this study was that the correct answer to the iton sentence is not pro-

vided by the program and to add this feature to the present program

would be a formidable task. Representing an item form as a tree

2
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structure would simplify the task of generating the associated correct

answer at the same time as the item sentence is composed.

It is concluded that, in spite of the difficulties, the possibil-

ities for generating well defined classes of items by computer seem to

be excellent. As more advanced data structures are devised the repre-

sentation of item forms may be expected to become more flexible and

refined. The payoff in terms of improvements in achievement testing

will more than make the effort worthwhile.

-26-
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BEHAVIOR LIST FOR ELEMENTARY STATISTICS

THE STUDENT IS ALLOWED TO USE THE TEXT AND ANY NOTES THAT HE

DEEMS TO BE USEFUL. THE COMPETENT STUDENT IS EXPECTED TO BE

ABLE TO DO THE FOLLOWING THINGS:

-

Pilot Project on Computer Generated Test Items

University of Houston

r
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1. Sets, Relations, and Functions

a. Perform set algebra on complicated expressions.

b. Graph or list the elements in a set product.

c. Graph or list the elements in a relation.

d. List the elements in the domain or range of a function.

e. Distinguish between functions and non-functions.

f. Read functional notation.

g. Distinguish between continuous and discrete functions.

2. Elementary Probability Theory

a. List elements in finite sample spaces and subspaces of
finite sample spaces.

b. Compute the probability of events defined as subspaces of
finite sample spaces.

3. Frequency Distributions

a. Identify the upper and lower real limits, the upper and lower
apparent limits, and the mid-points of class intervals.

b. Construct a frequency polygon for a given distribution.

c. Construct a histogram for a given distribution.

d. Construct a cumulative frequency distribution.

e. Compute probability of an event using frequency distribution.

4. Probability Distributions

a. Convert a frequency distribution into a probability distribution.

b. Construct a histogram from a probability distribution.

c. Construct a relative frequency polygon for a discrete probability
distribution.

d. Compute probability of event using probability distribution.

e. Compute the probability density of a simple continuous random
variable.

f. Graph a simple continuous density function.

g. Compute areas of a simple continuous density function.
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7-0,

S. Conditional Probability

a. Compute the probability of a joint event defined as over-
lapping subsets.

b. Compute the conditional probability of an event.

c. Apply Bayes Theorem.

d. Identify a joint distribution as independent or dependent.

6. Permutations and Combinations

a, Compute the number of sequences generated by N trials, k out-
comes per trial.

b. Compute the total number of possible orders of n objects.

c. Compute the number of possible ordered combination: of x
objects selected from n objects.

d. Compute the number of possible combinations of x objects
selected from n objects.

7. Binomial Distribution

a. Compute the probability of x successes in a binomial distribution.

b. Graph a binomial distribution.

c. Compute the probability of some combination of successes when
sampling from a binomial distribution.

8. Multinomial Distribution

a. Compute the probability of obtaining a specific distribution
when sampling with replacement from a given frequency distribution.

9. Hypergeometric Distribution

a. Compute the probability of obtaining a specific distribution
when sampling without replacement from a given frequency
distribution.

10. Summation Notation

t".

a. Given a rectangular table sum any region as indicated by

summation notation,

4+1
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b. Given a rectangular table compute the sum of products.

c. Given three rectangular blocks of 1 digit numbers sum any
combination of blocks or parts of blocks.

11. Descriptive Statistics

a. Compute the mean and standard deviation of a frequency distribution.

b. Compute the median and semi-interquartile range of a frequency
distribution.

c. Decide whether or not to use the mean or median to describe a
distribution.

d. Compute any arbitrary percentile point of a frequency distribution.

e. Compute any arbitrary percentile rank of a frequency distribution.

f. Transform raw scores to standard scores with arbitrary mean
and standard deviation.

12. Algebra of Expectations

a. Given a discrete probability distribution compute the expected
value for any small power of x (the raw moments of x).

b. Given a discrete probability distribution compute the lower
order moments about the mean.

c. Given two discrete probability distributions compute the expected
value of a linear combination of X and Y.

d. Compute the mean and variance of simple continuous probability
distributions.

13. Point Estimation

a. Identify the properties of a given estimator.

b. Compute the standard error of the mean for any arbitrary distribution.

c. Compute the sample size required for a given accuracy of estimation
(law of large numbers).

d. Estimate the standard error of the mean by pooling.

14. Normal Distributions

a. Compute the density of X sampled from a normal distribution
with known mean and variance.
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b. Compute areas of a normal distribution with known mean and variance.

c. Compute the probabilities of specified values of linear combinations
of independent normal variables.

d. Identify approximately normal distributions.

e. Compute areas using the normal approximation to the binomial
distribution.

15. Hypothesis Testing

a. Given a verbal problem state the hypothesis together with its
alternative and region of rejection.

b. Test an hypothesis about the mean of a normal distribution with
known variance.

c. Compute the probability of a type I error made in rejecting the
null hypothesis.

d. Compute confidence intervals for the population mean for normal
distribution with known variance.

e. Compute the power of the test to reject the null hypothesis against
a true alternative for normal distribution with known variance.

f. Test hypothesis about the difference between means of two
independent samples for normal populations with known variance.

g. Compute the probability of a type I error made in rejecting the
null hypothesis for two independent samples from a normal dis-
tribution with known variance.

h. Compute the confidence intervals for Mul Mu2 given two
independent samples from a normal distribution with known
variance.

i. Compute the power of the test to reject the null hypothesis
against a true alternative given two independent samples from
a normal distribution with known variance.

j. Test hypothesis about the difference between means for two
dependent samples from a normal distribution with known variance.

k. Compute the probability of a type I error made in rejecting the
null hypothesis for two dependent samples from a normal distri-
bution with known variance.

1. Compute the x percent conficence interval for Mul - Mu2 for two
dependent samples from a normal distribution witfi known variance.

m. Compute the power of the test to reject the null hypothesis for
two dependent samples from a normal distribution with known
variance.
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n. Compute the sample size required for a given power against a
true alternative for two independent samples from a normal
distribution with known variance.

16. Tests Using Student's t

a. Test hypothesis about the mean for normal distribution with
unknown variance.

b. Compute the x percent confidence interval for the mean of a
normal distribution with unknown variance.

c. Test null hypothesis for two independent samples from normal
population with unknown variance.

d. Compute the x percent confidence interval for MU1 - Mu2 for two
independent samples from normal population with unknown variance.

e. Test the null hypothesis for two dependent samples from a normal
population with unknown variance.

f. Compute the x percent confidence interval for Mul - Mu2 for two
dependent samples from a normal population with unknown variance.

17. Correlation and Regression

a. Given the variances, means, and covariance for two variables,
compute the standard score, deviation score and raw score
regression equations.

b. Given the variances, means and covariance for two variables,
compute the sample standard error of estimate, the proportion of
variance accounted for or not accounted for and the population
standard error of estimate.

c. Given the variances, means and covariance for two
the hypothesis that the population correlation is
population regression coefficient is zero and the
mean is some specified value.

d. Given the variances, means and covariance for two
compute the x percent confidence interval for the
correlation, the regression coefficient and the Y

variables, test
zero, the
population Y

variables
population
mean.

e. List the assumptions made in testing the hypothesis that the
population correlation, regression coefficient is zero or that
the Y mean is some specified value.

f. Compute mean square linear regression, mean square deviations
from linear regression and mean square error.

g. Given the correlation between the same two variables for two
independent samples, test the hypothesis that the difference
between the two population correlations is some specified value
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18. Chi Square Distributions

a. Compute the mean and variance of a Chi Square distributions with
N degrees of freedom.

b. Test hypothesis about the variance of a normal population given
a sample of size N.

c. Test hypothesis about the goodness of fit of a sample frequency
distribution to a given distribution.

d. Test hypothesis about the goodness of fit of a sample frequency
distribution to a normal distribution.

e. Test hypothesis of no association between two variables in
a joint frequency distribution.

f. Test hypothesis of no association in a fourfold contingency
table.

g. Test hypothesis of no association using Fisherss exact test.

h. Test hypothesis about correlated proportions in a fourfold table.

i. Compute the Phi coefficient on a fourfold table.

j. Compute Cramer's statistic for a rectangular table.
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1. Sets, Relations, and Functions

a. Perform set algebra on complicated expressions.

001 Data: Four overlapping sets defined by listing elements.
Task: Tabulate the elements in a set expression.

002 bita: Four overlapping integer sets of the form (X/X is an
integer, a<X<b).

Task: Tabulate the elements in a set expression.

003 Data: Three hypothetical overlapping sets with complete
information on the number of elements.

Task: Compute the number of elements in a set expression.

004 Data: Two set expressions related by an equal sign.
Task: Prove that the left side is equal to the right side.

b. Graph or list the elements in a set product.

005 Data: Two non-overlapping sets
Task: Tabulate the elements in

006 Data: Two non-overlapping sets
Task: Graph the set profluct.

007 Data:

Task:

008 Data:

Task:

Two non-overlapping sets
integer, a<x<p).
Tabulate the elements in

Two non-overlapping sets
integer, a<x<p).
Graph the set preduct.

defined by listing elements.
the set product.

defined by listing elements.

of the form (X/X is an

the set product.

of the form (X/X is an

c. Graph or list the elements in a relation.

009 Data: Two non-overlapping sets defined by listing elements.
Task: Tabulate elements (in the set product) that have a

common property.

010 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b), and a relations of the form f(X)=g(Y).

Task: Tabulate the elements (in the set product) that satisfy
the relation.

Pilot Project on Computer Aided Item Sampling
University of Houston
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011 Data:

Task:

Two non-overlapping sets of the form (X/X is
integer, alX<p), and a relation of the form f
Graph the elements (in the set product) that
the relation.

d. List the elements in the domain or range of a function.

an

(X)=g(Y).

satisfy

012 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b), and a function Y = f(X).

Task: Tabulate thc elements in the range or domain.

013 Data: Two sets defined by listing elements and a relation
defined by a common property.

Task: Tabulate the elements in the range or domain.

e. Distinguish between functions and non-functions.

014 Data: Functions and non-functions.
Task: Is the relation a function and why or why not?

f. Read functional notation.

015 Data: A function with specified range and domain.
Task: Siveh a X value compute the corresponding f(X) value.

g. Distinguish between continuous and discrete functions.

016 Data: Either a discrete or a continuous function of the form
Y = f(X) with a specified domain.

Task: Is the function discrete or continuous and why?

2. Elementary Probability Theory

a. List elements in finite sample spaces and subspaces of finite
sample spaces.

017 Data: Hypothetical random process; 2 trials; k outcomes
per trial.

Task: Tabulate all elements in the sample space.

018 Data: Hypothetical random process; 2 1: outcomes
per trial.

Task: Compute the number of elements in the sample space.

019 Data: Hypothetical random process; 2 trials; k outcomes
per trial.

Task: Tabulate the elements with a common property.
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020 Data:

Task:

021 Data:

Task:

022 Data:

Task:

Hypothetical random process; 2
per trial.
Compute the number of elements

Hypothetical random process; n
per trial.
Compute the number of elements
sample space.

trials; k outcomes

with a common property.

trials; k outcomes

in a subset of the

Hypothetical random process; n trials; k outcomes
per trial.
Tabulate the elements in a subset of the sample space.

b. Compute the probability of events defined as subspaces of finite
sample spaces.

023 Data: Hypothetical random process; I trial; k outcomes
per trial.

Task: Compute the probability of an event defined as a
subset of the sample space.

024 Data:

Task:

025 Data:

Task:

Hypothetical random process; 2 trials; k outcomes
per trial.
Compute the probability of an event defined as a dt
subset of the sample spaces.

Hypothetical random process; n trials; k outcomes
per trial.
Compute the probability of an event defined as a
subset of the sample space.

3. Frequency Distributions.

a. Identify the upper and lower real limits, the upper and lower
apparent limits, and the mid-points of class intervals.

026 Data:
Task:

Frequency distribution.
a. Compute the midpoints.
b. Compute the upper and lower real limits.
c. Identify the apparent limits of specified

class intervals.

b. Construct a frequency polygon for a given distribution.

027 Data: Frequency distribution.
Task: Draw a frequency polygon for the given distribution.

028 Data: Rectangular table of 1-digit numbers.
Task: Draw a frequency polygon.
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c. Construct a histogram for a given distribution.

029 Data: Frequency distribution.
Task: Draw a histogram for the given distribution.

030 Data: Rectangular table of 1-digit numbers.
Task: Draw a histogram.

d. Graph the cumulative frequency distribution.

031 Data: Frequency distribution.
Task: Graph the cumulative frequency distribution from

the given distribution.

032 Data: Hypothetical frequency distribution.
Task: Graph the cumulative frequency distribution from

the given distribution.

e. Compute probability of an event using frequency distribution.

033 Data: Hypothetical frequency distribution.
Task: Compute probability of an event.

4. Probability Distributions

a. Convert a frequency distributions into a relative frequency
distribution.

034 Data: Empirical frequency distribution.
Task: Convert the given frequency distribution into

a relative frequency distribution.

b. Construct a histogram from a relative frequency distribution.

035 Data: Relative frequency distribution.
Ta'sk: Draw a histogram for the given distribution.

c. Construct a relative frequency polygon for a relative frequency
distribution.

036 Data: Relative frequency distribution.
Task: Draw a relative frequency polygon for the

given distribution.

d. Compute the probability of even using probability distribution.

037 Data: Hypothetical probability distribution.
Task: Compute the probability of an event.
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e. Compute,the probability density of a simple continuous random

variable.

038 Data: Equation for a straight line density function.

Task: Compute f(X0) for a given Xo.

f. Graph a simple continuous density function.

039 Data: Equation for a straight line density function.

Task: Graph the given function.

g. Compute areas of a simple continuous density function.

040 Data: Equation for a straight line density function.

Task: Compute the probability that X is in a specified region.

5. Conditional Probability

a. Compute the probability of a joint event defined as overlapping

subsets.

041 Data: Three overlapping hypothetical sets.

Task: Compute the probability that a randomly selected

element is from a specified subset.

042 Data: Four overlapping sets defined by listing elements.

Task: Compute the probability that a randomly selected

element is from a specified subset.

043 Data: Three. overlapping sets of the form (X/X is an integer,

a<X<b).

Task: Compute the probability that a randomly selected

element is from a specified subset.

b. Compute the conditional probability of an event.

044 Data: Frequency distribution.

Task: Given that X is in a region, what is the probability

that X is in a subregion?

P45 Data: Probability distribution.

Task: Given that X is in a region, what is the probability

that X is in a subregion?

046 Data: Joint frequency distribution.
Task: Given that X is in a region, compute the probability

that Y is in a specified region.
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047 Data: Joint probability distribution.

Task: Given that X is in a region, compute the probability

that Y is in a specified region.

048 Data: N ordered pairs (X,Y).

Task: Given that X is in a region, compute the probability

that Y is in a specified region.

049 Data: Hypothetical frequency distribution.

Task: Given that X is in a region, compute the probability

that X is in a subregion.

050 Data: Hypothetical probability distribution.

Task: Given that X is in a region, compute the probability

that X is in a specified subregion.

c. Apply Bayes Theorem.

051 Data: Hypothetical data implying p(A), p(B/A), and p(B).

Task: Compute p(A/B).

d. Identify a joint distribution as independent or dependent.

052 Data:
Task: Are X and Y independent?

Joint frequency distribution.
why or why not?

053 Data: Joint relative frequency

Task: Are X and Y independent?

6. Permutations and Combinations

distribution
why or why not?

a. Compute the number of sequencs generated by N trials; k outcomes

per trial.

054 Data: Hypothetical random process; 2 trials; k outcomes

per trial.
Task: Compute the total number of possible sequences.

055 Data: Hypothetical random process; n trials; k outcomes

per trial.

Task: Compute total number of possible sequences.

b. Compute the total number of possible orders of n objects.

056 Data: Hypothetical random process; permutations on n objects.

Task: Compute the total number of possible orders.

c. Compute the number of possible ordered combinations of x objects

selected from n objects.
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058 Data: Hypothetical random process; n objects taken x at a

time.

Task: Compute the total number of possible combinations.

7. Binomial Distribution

a. Compute the probability of x successes in sampling n trials

from a binomial distribution.

059 Data: Hypothetical random process; 2 trials; k outcomes

.per trial.

Task: Compute the probability of exactly x successes where

the probability of a success is l/k.

060 Data: Hypothetical random process; n trials; k outcomes

per trial.

Task: Compute the probability of exactly x successes where

the probability of a success is l/k.

061 Data: Sampling with replacement from a hypothetical prob-

ability distribution; success defined.

Task: Compute the probability of exactly x successes.

062 Data: Sampling with replacement from an hypothetical frequency

distribution; succes defined.

Task: Compute the probability of exactly x successe,

063 Data: Sampling with replacement from a frequency distri-

bution; success defined.

Task: Compute the probability of exactly x successes.

064 Data: Sampling with replacement from a probability dis-

tribution; success defined.

Task: Compute the probability of exactly x successes.

b. Graph a binomial distributirn.

065 Data:

Task:

066 Data:

Task:

067 Data:

Task:

Sampling three observations with replacement from a

hypothetical probability distribution; success defined.

Graph the theoretical distribution of successes for

200 repetitions.

Hypothetical random process; 2 trials; k outcomes per

trial.
Graph the distribution of successes for 100 repeti-

tions where the probability of a success is l/k.

Sampling three observations with replacement from a

hypothetical frequency distribution; success defined.

Graph the distribution of successes for 100 repetitions.
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068 Data: Three repetitions of a hypothetical random process;
I trial; k outcomes per trial.

Task: Graph the theoretical distribution of successes for
500 repetitions where the probability of success is l/k.

C. Compute the probability of some combination of successes when

n trials are sampled from a binomial distribution.

069 Data:

Task:

070 Data:

Task:

071 Data:

Task:

072 Data:

Task:

Hypothetical random process; 2 'als; k outcomes

per trial.
Compute thc probability that x is some specified range
of values where the probability of success is l/k.

Hypothetical random process; n trials; k outcomes

per trial.
Compute the probability that x is some specified range
of values where the probability of success is l/k.

Sampling with replacement from a hypothetical
probability distribution.
Compute the probability that x is some specified
range of values.

Sampling with replacement from a hypothetical frequency

distribution.
Compute the probability that x is some specified range

of valucs.

073 Data: Sampling with replacement from a frequency distribution.

Task: Compute the probability that x is some specified range

of values.

074 Data: Sampling with replacement from a probability distribution.

Task: Compute the probability that x is some specified range

of values.

8. Multinomial Distribution

a. Compute.the probability of obtaining a specific distribution when
sampling with replacement from a given frequency distribution.

075 Data:

Task:

076 Data:

Task:

SaMpling with replacement from a hypothetical
probability distribution.
Compute the probability of obtaining a specified
distribution.

Sampling with replacement from a hypothetical
probability distribution.
Compute the probability of obtaining a specified
distribution.
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077 Data: Sampling with replacement from a probability

distribution.
Task: Compute the probability of obtaining a specified

distribution.

078 Data: Sampling with replacement from a frequency distribution.

Task: Compute the probability of obtaining a specified

distribution.

9. Hypergeometric Distribution.

a. Compute the probability of obtaining a specific distribution when

sampling without replacement from a given frequency distribution.

079 Data: Sampling without replacement from a hypothetical

probability distribution.
Task: Compute the probability of obtaining a specified

distribution.

080 Data: Sampling without replacement from a hypothetical

frequency distribution.
Task: Compute the probability of obtaining a specified

distribution.

081 Data: Sampling without replacement from a probability

distribution.
Task: Compute the probability of obtaining a specified

distribution.

082 Data: Sampling without replacement from a frequency distribution.

Task: Compute the probability of obtaining a given distribution.

10. Summation Notation

a. Given a rectangular table sum any region as indicated by summation

notation.

083 Data: Rectangular table of 1 digit numbers.

Task: Compute sum x(i,a) where i runs from 1 to C.

084 Data: Rectangular table of 1 digit numbers.

Task: Compute sum x(i,j) where i runs from 1 to P and j

runs from 1 to Q.

085 Data: Rectangular table of 1 digit numbers.

Task: Compute sum x(i,j) where i runs from 1 to C and j

runs from I to R and i is always less than j.
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b. Given a rectangular table compute the sum of products.

086 Data: Rectangular table of 1 digit numbers.

Task: Compute the sum x(i,a) x(i,b) where i runs from 1 to C.

087 Data: Rectangular table of 1 digit numbers.

Task: Compute the sum over j of the quantities (sum x(i,j)

where i runs from 1 to C) squared.

088 Data: Rectangular table of 1 digit numbers.

Task: Compute sum x(ila) x(i,) where i runs from 1 to C

and j runs from 1 to 2.

c. Given three rectangular blocks of 1 digit numbers sum any

combination of blocks or parts of blocks.

089 Data: Three rectangular blocks of 1 digit numbers.

Task: Compute sum x(i,j,a) where i runs from 1 to C and

j runs from 1 to R.

090 Data: Three rectangular blocks of 1 digit numbers.

Task: Compute sum x(k,j,k) where i runs from 1 to Q and

j runs from 1 to P and k runs from 1 to S.

11. Descriptive Statistics

a. Compute the mean and standard deviation of a frequency distribution.

091 Data: Frequency distribution.

Task: Compute the mean and standard deviation of the given

distribution.

092 Data: Rectangular table of 1 digit numbers.

Task: Compute the mean and standard deviation of the given

numbers.

b. Compute the median and semi-interquartile range of a frequency

distribution.

093 Data: Frequency Distribution.

Task: Compute the median and semi-interquartile range

of the distribution

094 Data: Rectangular table of 1 digit numbers.

Task: Compute the median and semi-interquartile range of the

numbers.

c. Decide whether or not to use the mean or median to describe the

central tendency Of a distribution.
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095 Data: List of hypothetical distributions; some badly shewed.
Task: Should the mean or *median be used to describe.the

distribution and why?

d. Compute any arbitrary percentile point of a frequency distribution.

096 Data: Frequency distribution.
Task: Compute the xth percentile point.

097 Data: Rectangular table of 1 digit numbers.
Task: Compute the xth percentile point of the numbers.

e. Compute any arbitrary percentile rank of a frequency distribution.

098 Data: Frequency distribution.
Task: Compute the percentile rank corresponding to the xth

score.

099 Dan: Rectangular table of 1 digit numbers.
Task: Compute the percentile rank corresponding to

the xth score.

f. Transform raw scores to standard scores with arbitrary mean and
standard deviation.

100 Data: Hypothetical normal distribution with known mean
and variance.

Task: Given an x value compute the derived standard score
equivalent.

101 Data! N repetitions of a hypothetical random process; 1 trial;
k outcomes per trial where the probability of a success
is l/k.

Task: Given an x value, compute the standard score equivalent.

12. Algebra of Expectations

a. Given a discrete probability distribution compute the expected
value for any small power of x (the raw moments of x).

102 Data: Probability distribution. ,

Task: Compute E(X), E(X2), or E(X').

b. Given a discrete probability distribution compute the lower order
moments about the mean.

103 Data: Probability distribution.
Task: Compute X(X-E(X))2 or E(XrE(X))3

-47-



ft:

c. Given two discrete probability distributions compute the

expected value of a linear combination of X and Y.

104 Data: TWo probability distributions.

Task: Compute E(Z) where Z = aX + bY C.

d. Compute the mean and variance of simple continuous probability

distributions.

105 Data: Straight line density function.

Task: Compute the mean and variance of X.

13. Point Estimation

a. Identify the properties of a given estimator.

106 Data: A sample statistic from the list: mean, standard

deviation, NS/(N-1), correlation, median.

Task: Is the given estimator
a. consistent
b. sufficient
c. unbiased
d. efficient?

b. Compute the standard error of the mean for any arbitrary distribution.

107 Data: Sampling with replacement from a frequency distribution

with reported mean and variance.

Task: Compute the standard error of the mean for samples

of size N.

108 Data: Sampling with replacement from a relative frequency

distribution with reported mean and variance.

Task: Compute the standard error of the mean for samples

of size N.

109 Data: Hypothetical random process; 1 trial; k outcomes per

trial; N repetitions where the probability of a

success is l/k.

Task: Compute the standard error of the mean for samples

of size N.

c. Compute the
estimation

110 Data:
Task:

sample size required for a given accuracy of

(law of large numbers).

Sampling with replacement from a frequency distribution.

Compute the needed sample size such that the probability

is greater than or equal to x that the sample mean is

within y standard deviations of the true mean.
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111 Data: Sampling with replacement from a relative frequency

distribution.
Task: Compute the needed sample size such that the probability

is greater than or equal to x that the sample mean is

within y standard deviations of the true mean.

d. Estimate the standard error of the mean by pooling.

112 Data: Given two frequency distributions.

Task: Estimate the standard error of the mean assuming

that both samples came fr --. the same population.

113 Data: Given two relative frequency distributions.

Task: Estimate the standard error of the mean assuming

that both samples came from the same population.

14. Normal Distributions

a. Compute the density of X sampled from a normal distribution with

known mean and variance.

114 Data: "Given a normal distribution with mean Mu and

variance Var."
Task: Compute the probability density of X1, X2, etc.

b. Compute areas of a normal distribution with known mean and variance.

115 Data: Hypothetical normal distribution with known mean and

variance.
Task: Compute the probability that a randomly selected sample

point is in a specified area.

116 Data: "Given a normal distribution with mean Mu and variance

Var. I I

Task: Compute the probability that a randomly selected sample

point is in a specified area.

117 Data: Hypothetical normal distribution with known mean and

variance.

Task: Given that N cases arc randomly sampled, compute the

probability that the sample mean is in a specified area.

c. Compute the probabilities of specified values of linear combinations

of independent normal variables.

118 Data: Hypothetical normal distribution with known mean and

variance.

Task: If X1 and X2 are randomly sampled from the distribution

and Y = aX1 + bX2 compute the probability that y is

some specified range of values.
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118 Data: "X is a normally distributed Tandom variable with mean

Mu and variance Var. Y is a normally distributed

variable with mean Mu and variance Var. Z = aX + bY."

Task: Compute the probability that Z is some specified range

of values.

d. Identify approximately normal distributions.

120 Data: List of distributions some approximately normal

and some not.

Task: Identify the distributions that are approximately

normal and give the reason why.

e. Compute areas using the normal approximation to the binomial

distribution.

121 Data: N repetitions of hypothetical random process; 1

trial; k outcomes per trial.

Task: Compute the probability of a specified range of

successes where the probability of a success is l/k.

122 Data: Large sample (sampling with replacement) from a

hypothetical probability distribution.

Task: Compute the probability of a specified range of

successes where the probability of a success is l/k.

123 Data: Large sample (sampling with replacement) from a

hypothetical probability distribution.

Task: Compute the probability of a specified range of

successes.

124 Data: Large sample (sampling with replacement) from a

hypothetical frequency distribution.

Task: Compute the probability of a specified range of

successes.

15. Hypothesis Testing

a. Given a verbal problem state the hypothesis together with its

alternative and region of rejection.

125 Data: Hypothetical verbal problems.

Task: State the hypothesis; its alternative and

region of rejection.

b. Test an hypothesis about the mean of a normal distribution vgith

known variance.



126 Data: Hypothetical normal distribution with known variance;
sample size; sample mean; alpha.

Task: Test hypothesis that population mean is some
specified value (two-tail).

127 Data: Hypothetical normal distribution with known variance;
sample size; sample mean; alpha.

Task: Test hypothesis that population mean is greater than
(less than) some specified value.

c. Compute probability of a type I error in rejecting the 6

null hypothesis.

128 Data:

Task:

129 Data:

Task:

Hypothetical normal distribution with known variance;

sample size; sample mean.
Compute probability of a type I error in rejecting the

hypothesis that population mean is some specified

value (two-tail).

Hypothetical normal distribution with known variance;

sample size; sample mean.
Compute probability of a type I error in rejecting the

hypothesis that population mean is greater than (less

than) some specified value (one-tail).

d. Compute confidence intervals for the population mean for normal

distribution with known variance.

130 Data: Hypothetical normal distribution with known variance;

sample size; sample mean.

Task: Compute the x percent confidence interval for the

population mean.

e. Compute the power of the test to reject the null hypothesis against

a true alternative for normal distribution with known variance.

131 Data:

Task:

132 Data:

Task:

133 Data:

Task:

Hypothetical normal distribution with known
sample size; sample mean; alpha.
Compute the power of the test to reject the

hypothesis against a true alternative.

Hypothetical normal distribution with known
sample size; sample mean.
Plot the operating characteristic curve for

alpha.

variance;

null

variance;

a given

Hypothetical normal distribution with known variance;

sample size; sample mean.
Compute the probability of a type II error against a

true alternative.
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f. Test hypothesis about the difference between means of two
independent samples for normal populations with known variance.

134 Data: Two independent samples from a hypothetical normal
distribution with known variance; sample sizes; sample
means; alpha.

Task: Test the hypothesis that Mul - Mu2 = 0.

g. Compute probab3lity of a type I error made in rejecting the null
hypothesis for two independent samples from a normal distribution
with known variance.

135 Data: Two independent samples from a hypothetical normal
population with known variance; sample sizes; sample
means; alpha.

Task: Compute probability of a type I error made in rejecting
the hypothesis that Mul - Mu2 = 0.

h. Compute the confidence intervals for Mul. - Mu2 given two
independent samples from a normal distribution with known variance.

136 Data: Two independent samples from a hypothetical normal
distribution; sample size; sample means.

Task: Compute the x percent confidence interval for
Mul - Mu

2'

i. Compute the power of the test to reject the null hypothesis against
a true alternative given two independent samples from a normal
distribution with known variance.

137 Data: Two independent samples from a hypothetical normal
distribution with known variance; samples sizes; alpha.

Task: Compute the power of the test to reject the null
hypothesis against a true alternative.

j. Test hypothesis about the difference between means for two
dependent samples from a normal distribution with known variance.

138 Data: Two dependent samples from a normal distribution with
known variance; sample sizes; sample means; correlation;
alpha.

Task: Test hypothesis that Mul - Mu2 = 0.

k. Compute probability of a type I error made in rejecting the null
hypothesis for two dependent samples from a normal distribution
with known variance.

139 Data: Two dependent samples from a normal distribution with
known variance; sample sizes; sample means; correlation;
alpha.

Task: Compute probability of a type I error in rejecting the
hypothesis that Mul - Mu2 = 0.
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1 Compute the x percent confidence interval for Mul - 14u2 for two
dependent samples from a normal distribution with known variance.

140 Data: Two dependent samples from hypothetical normal distri-
bution; sample sizes; sample means; correlation.

Task: Compute the x percent confidence interval for Mul - 1u2.

m. Compute the power of the test to reject the null hypothesis for two
dependent samples from a normal distribution with known variance.

141 Data: Two dependent samples from a normal distribution with
known variance; sample sizes; correlation; alpha.

Task: Compute the power of the test to reject the null
hypothesis against a true alternative.

n. Compute the sample size required for a given power against a
true alternative for two independznt samples from a WOW
distribution with known variance.

142 Data:

Task:

Two independent samples
with known variance.
Compute the sample size
and beta against a true

16. Tests Using Student's t

from a normal distribution

required for a given alpha
alternative.

a. Test hypothesis about the man for normal distribution with
unknown variance.

143 Data:

Task:

144 Data:

Task:

Hypothetical normal distribution with unknown variance;
sample size; sample SD; sample mean; alpha.
Test hypothesis that population mean is some specified
value (two-tail).

Hypothetical normal distribution with unknown variance;
sample size; sample SD; sample mean; alrha.
Test hypothesis that population mean if$ greater than
(less than) some specified value (one-tail).

b. Compute the x percent confidence interval for the mean of a
normal distribution with unknown variance.

145 Data: Hypothetical normal distribution with unknown variance;
sample size; sample SD; sample mean.

Task: Compute the x percent confidence interval for the mean.

c. Test null hypothesis for two independent samples from normal
population with unknown variance.
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146 Data: Two independent samples from normal population with
unknown variance; sample sizes; sample SDs; sample

means; alpha.
Task: Test hypothesis that Mul - Mu2 = 0.

d. Compute the x percent confidence interval for Mul - Mu2 for two
independent samples from normal population with unknown variance.

147 Data: Two independent samples from normal population with

unknown variance; sample sizes; sample SDs; sample

means.
Task: Compute the x percent confidence interval for Mill - Mu2.

e. Test the null hypothesis for two dependent samples from a normal

population with unknown variance.

148 Data: Two dependent samples from hypothetical normal
distribution; sample.sizes; sample SDs; sample means.

Task: Test hypothesis that Mul - Mu2 = O.

f. Compute the x percent confidence interval for Mul - Mu2 for two

dependent samples from a normal population with unknown variance.

149 Data: Two dependent samples from hypothetical normal
population; sample sizes; sample SDs; sample

means; correlation.
Task: Compute the x percent confidence interval.

17. Correlation and Regression

a Given the variances, means and covariance for two variables,

compute the standard score, deviation score and raw score

regression equations.

150 Data:

Task:

151 Data:

Task:

152 Data:

Task:

Hypothetical correlated variables; sample sizes; means;

variances; covariances.
Compute the standard score regression equation. Given

zx compute the corresponding zy.

Hypothetical correlated variable; sample size; means;

variances; covariances.
Compute the deviation score regression equation. Given

x compute the corresponding y.

Hypothetical correlated variables; sample size; means;

variances; covariances.
Compute the raw score regression equation. Given X

compute the corresponding Y.
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b. Given the variances, means, and covariance for two variables,
compute the sample standard error of estimate, the proportion of
variance accounted for or not accounted for and the population
standard error of estimate.

153 Data:

Task:

154 Data:

Task:

155 Data:

Task:

Hypothetical correlated variables; sample size; means;
variances; covariances.
Compute the proportion of variance in Y accounted for by X.

Hypothetical correlated variables; sample size; means;
variances; covariances.
Compute the sample standard error of estimate.

Hypothetical correlated variables; sample size; means;
variances; covariances.
Compute the estimated population standard error of
estimate.

c. Given the variances, means and covariance for two variables, test
the hypothesis that the population correlation is zero, the
population regression coefficient is zero and the population Y
mean is some specified value.

156 Data:

Task:

157 Data:

Task:

Hypothetical correlated variables; sample size; means;
variances; covariance; alpha.
Test hypothesis that the population correlation is zero.

Hypothetical correlated variables; sample size; means;
variances; covariance; alpha.
Test hypothesis that the population regression coefficient
is zero.

158 Data: Hypothetical correlated variables; sample size; means;
variances; covariance; alpha.

Task: Test hypothesis that the population Y mean is some
specified value.

d. Given the variances, means and covariance for two variables, compute
the x percent confidence interval for the population correlation,
the regression coefficient and the Y mean.

159 Data: Hypothetical correlated variables; sample
variances; covariance.

Task: Compute the x percent confidence interval
population correlatilan: coefficient.

160 Data: Hypothetical correlated variables; sample
means; variances; covariance.

Task: Compute the x percent confidence interval
population regression coefficient.

size; means;

for the

size;

for the
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161 Data: Hypothetical correlated variables; sample size;
means; variances, covariance.

Task: Compute the.x percent confidence interval for the
population y mean.

e. List the assumptions made in testing the hypothesis that the
population correlation, regression coefficient is zero or that
the Y mean is some specified value.

162 Data: Hypothetical normal variables.
Task: List assumptions involved in testing the hypothesis

that the population correlation is zero.

163 Data: Hypothetical normal variables.
Task: List assumptions involved in testing the hypothesis

that the population regression coefficient is zero.

164 Data: Hypothetical normal variables.
Task: List assumptions involved in testing the hypothesis

that the population Y mean is some specified value.

f. Compute mean square linear regression, mean square deviations
from linear regression and mean square error.

165 Data: Ordered paits (x,y).
Task: Compute

a. Mean square linear regression.
b. Mean square deviation from linear regression.
c. Mean square error.

166 Data: Ordered pairs (x,y).
Task: Test hypothesis that the regression is linear.

g. Given the correlation between the same two variables for two
independent samples, test the hypothesis that the difference
between the two population correlations is some specified value.

167 Data: Hypothetical correlation between X and Y for two
independent samples; sample sizes.

Task: Test the hypothesis that the difference between the
two population correlations is some specified value.

13. Chi Square Distributions

a. Compute the mean and variance of a Chi Square distribution with
N degrees of freedom.

168 Data: "Suppose that X is distributed as Chi Square with N
degrees of freedom."

Task: Compute the mean and variance of X.
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169 Data: Hypothetical normal distribution with known variance.
Task: Compute the mean and variance of Q over all samples of

size N if Q - Sum (X - XBAR)2/sigma.

b. Test hypothesis about the variance of a normal population given a
sample of size N.

170 Data: Hypothetical normal population with unknown mean and
variance; sample size; sample SD.

Task: Test the hypothesis that sigmais some specified value.

171 Data: Hypothetical normal population with unknown mean and
variance; sample size; sample SD..

Task: Compute the x percent confidence interval for sigma.

c. Test hypothesis about the goodness of fit of a sample frequency
distribution to a given distribution.

172.Data: Frequency distribution.
Task: Test hypothesis of goodness of fit to a theoretical

distribution.

173 Data: A die is tossed N times (N large).
'Task: Test the hypothesis that the die is fair.

d. Test hypothesis about the goodness ^f fit of a sample frequency
distribution to normal distribution.

174 Data: Frequency distribution.
Task: Test hypothesis of goodness of fit to normal

distribution.

e. Test hypothesis of no association between two variables in a
joint frequency distribution

175 Data: Joint frequency distribution.
Task: Test hypothesis of no association.

f. Test hypothesis of no association in a fourfold contingency
table.

g.

176 Data: Fourfold contingency table.
Task: Test hypothesis of no association.

Test hypothesis of no association using Fisher's exact table.

177 Data: Fourfold frequency table.
Task: Test hypothesis of no association using Fisher's

exact test.
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We:. Test hypothesis about correlated proportions in a fourfold
table.

178 Data: Fourfold table with tvo observations per subject.
Task: Test hypothesis of no change in proportion, positive

or negative.

i. Compute the Phi coefficient on a fourfold table.

179 Data: Fourfold table.
Task: Compute Phi.

j. Compute Cramer's statistic for a rectangular table.

180 Data: Joint distribution.
Task: Compute Cramer's statistic.
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Psy. 492 - Elementary Statistics

Test 1 - Fall 1967

1. GROUP THE FOLLOWING DATA USING INTERVALS OF WIDTH 1 AND CONSTRUCT A
HISTOGRAM.

8 5 7 8 8 8

8 4 5 8 5 1

4 6 3 6 7 6

1 5 2 5 1 1

1 4 8 7 6 3

8 7 1 8 2 5

2. STATE WHETHER THE MEAN OR THE MEDIAN SHOULD BE USED.TO DESCRIBE THE
DISTRIBUTING LISTED BELOW AND GIVE THE REASON FOFC YOUR ANSWER.

A. DISTRIBUTION OF REACTION TIMES.

B. DISTRIbUTION OF AUTOMOBILE ACCIDENTS OVER A ONE YEAR PERIOD.

C. SCORES ON THE WECHSLER ADULT INTELLIGENCE SCALE.

3. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

19-22 5

15-18 25
11-14 40
07-10 25

03-06 5

COMPUTE THE 83 PERCENTILE POINT OF THE DISTRIBUTION.

4. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION.

19-21 1

16-18 7

13-15 17

10-12 25
07-09 17

04-06 7
01-03 1

COMPUTE THE MEDIAN AND SEMI-INTERQUARTILE RANGE OF THE ABOVE DISTRInnTTnm.



S. GRAPH THE CUMULATIVE FREQUENCY DISTRIBUTION FROM THE FOLLOWING
DISTRIBUTION.

11-12 5

09-10 22

07-08 SO

05-06 48

03-04 22

01-02 4

6. TEN STUDENTS WERE ADMINISTERED A VERBAL REASONING TEST AND A SPATIAL
RELATIONS TEST WITH THE FOLLOWING RESULTS.

(SUM X(I) I=1,N) = 48

(SUM Y(I) I=1,N) = 41

(SUM X(I)X(I) I = 1,N) = 517

(SUM Y(I)Y(I) I = 1,N) = 521

(SUM X(I)Y(I) I = 1,N) = 240

WHERE X(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL ON THE VERBAL
REASONING TEST AND Y(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL
ON THE SPATIAL RELATIONS TEST. COMPUTE THE PROPORTION OF VARIANCE
IN Y ACCOUNTED FOR BY X.

7. ONE HUNDRED APPLICANTS ARE ADMINISTERED A CLERICAL APTITUDE TEST AND
WERE RATED ON THEIR JOB PERFORMANCE WITH THE FOLLOWING RESULTS

MEAN X = 119

MEAN Y = 68

VARIANCE X = 88

VARIANCE Y = 26

COVARIANCE XY = 21

WHERE X(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL ON THE CLERICAL
APTITUDE TEST AND Y(I) REPRESENTS THE JOB PERFORMANCE RATING ON THE
ITH INDIVIDUAL. SET UP THE RAW SCORE REGRESSION EQUATION FOR PREDICTING
Y FROM X. SAM HAS AN X SCORE OF 111. WHAT WOULD BE HIS PREDICTED
RAW SCORE ON Y?



Psy. 492 - Elementary Statistics

Test 2 - Fall 1967

1. SUPPOSE TEM' A WHITE DIE AND A BLACK DIE ARE TOSSED. COMPUTE THE
NUMBER OF OUTCOMES IN WHICH THE SUM OF THE SPOTS IS GREATER THAN 6.

2. SUPPOSE THAT 3 COINS ARE TOSSED ONE TIME. COMPUTE THE PROBABILITY
OF OBTAINING EXACTLY oaE HEAD.

3. GIVEN THE FOLLOWING HYPOTHETICAL JOINT DISTRIBUTION.

09-10 0 2 4 2 0
07-08 2 14 22 14 2

05-06 4 22 36 22 4

03-04 2 14 22 14 2

01-02 0 2 4 2 0

WHERE X IS THE VARIABLE ALONG THE ABSCISSA AND Y IS THE VARIABLE ALONG
THE ORDINATE. IF ONR PAIR OF NUMBERS IS RANDOMLY SELECTED FROM THIS
DISTRIBUTION AND X IS GREATER THAN 6 COMPUTE THE PROBABILITY THAT Y
IS AT LEAST S.

4. A BIPARTISAN COMMITTEE CONTAINS 9 REPUBLICANS, 7 DEMOCRATS AND 8
INDEPENDENTS. SUPPOSE THAT 2 MEMBERS ARE SELECTED AT RANDOM (WITH
REPLACEMENT) FROM THE COMMITTEE. COMPUTE THE PROBABILITY THAT
AT MOST 1 OF THE MEMBERS SELECTED IS A REPUBLICAN.

S. A HIGH SCHOOL PRINCIPAL IS FACED WITH A DECISION OF WHETHER OR NOT TO
INSTITUTE AN ENRICHMENT PROGRAM IN THE 12TH GRADE CLASSES. HE HAS
REASON TO BELIEVE THAT THE ADVANCE IQ OF THE 12TH GRADERS IN HIS SCHOOL
IS 110 OR BETTER, BUT HE ISN'T SURE. HE ASKS THE SCHOOL PSYCHOLOGIST
TO MAKE A TEST OF THIS HYPOTHESIS. THE PSYCHOLOGIST DRAWS A RANDOM
SAMPLE OF 87 STUDENTS FROM THE 12TH GRADE CLASSES AND HE FOUND THAT
THE MEAN IQ OF THE SAMPLE 11AS 113 AND THE STANDARD DEVIATION WAS 9.
IF THE PSYCHOLOGIST SET ALPHA AT .05, AND USED A z TEST DID HE ACCEPT
OR REJECT THE HYPOTHESIS? SHOW YOUR WORK. (THISQUESTION IS WORTH
FIVE POINTS).
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6.A. IT CAN BE ASSUMED THAT OVER THE GENERAL POPULATION THE STANDARD
DEVIATION OF THE WECHSLER TEST IS 15. A HIGH SCHOOL PRINCIPAL
WISHED TO TEST THE HYPOTHESIS THAT HIS 12TH GRADE STUDENTS WERE
JUST AVERAGE ON WECHSLER INTELLIGENCE TEST i.e. Mu = 100. HE
ASKED THE SCHOOL PSYCHOLOGIST TO MAKE A TEST OF THfS HYPOTHESIS.
THE PSYCHOLOGIST TOOK A RANDOM SAMPLE OF 82 12TH GRADERS AND
FOUND THEIR MEAN IQ TO BE 102. IF HE SET ALPHA AT .05 DID HE
ACCEPT OR REJECT THE HYPOTHESIS? (5 POINTS)

B. COMPUTE THE PROBABILITY OF A TYPE II ERROR (BETA) IF THE TRUE
MEAN IQ OF ALL THE 12TH GRADERS WAS 105? (10 POINTS)

7. TWO GROUPS OF SCHOOL CHILDREN WERE TAUGHT READING -- THE CONTROL GROUP
WAS TAUGHT WITH THE PHONICS AETHOD AND THE EXPERIMENTAL GROUP WAS
TAUGHT WITH THE WORD RECOGNITION METHOD. THERE WERE 20 STUDENTS IN
THE CONTROL GROUP AND 25 STUDENTS IN THE EXPERIMENTAL GROUP. THE
INVESTIGATOR WISHED TO USE A "t" TEST OF THE HYPOTHESIS OF NO DIFFER-
ENCE BETWEEN THE TWO GROUPS CONTROLLING ALPHA AT .05. HE ADMINISTERED
A READING ACHIEVEMENT TEST TO BOTH GROUPS AND OBTAINED THE FOLLOWING
DATA:

MEAN STANDARD DEVIATION

CONTROL 30 16

EXPERIMENTAL 36 11

DID HE ACCEPT OR REJECT THE HYPOTHESIS? SHOW YOUR WORK ( THE
QUESTION IS WORTH 10 POINTS).

HINT: c
x
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Psy. 492 - Elementary Statistics

Final Exam - Fall 1967

1. A SAMPLE OF 100 DEMOCRATS, 100 REPUBLICANS, 50 INDEPENDENTS WERE
SURVEYED REGARDING THEIR OPINIONS OF PRESIDENT JOHNSON. IT WAS
FOUND THAT 65 DEMOCRATS, 35 REPUBLICANS, AND 25 INDEPENDENTS THOUGHT
THAT PRESIDENT JOHNSON !/AS DOING A GOOD JOB. TEST THE HYPOTHESIS
OF NO ASSOCIATION BETWEEN POLITICAL AFFILIATION AND OPINION OF
PRESIDENT JOHNSON.

2. THE RELIABILITY COEFFICIENT FOR A CERTAIN TEST IS .84 AND THE STANDARD
DEVIATION IS 20.
A. COMPUTE THE STANDARD ERROR OF MEASUREMENT FOR THIS TEST.
B. WHAT IS THE TRUE VARIANCE FOR THIS TEST?
C. WHAT WOULD BE THE ESTIHATED RELIABILITY COEFFICIENT IF THE TEST

IS DOUBLED IN LENGTH?

3. A CLERICAL APTITUDE TEST HAS A COEFFICIENT OF PREDICTIVE VALIDITY OF
.40 FOR CLERK-TYPIST POSITIONS. THE RELIABILITY COEFFICIENT OF THE
TEST IS .64.

A. WHAT IS THE ESTIMATED COEFFICIENT OF PREDICTIVE VALIDITY FOR THIS
TELT, IF THE TEST 11ERE PERFECTLY RELIABLE?

4. JOHN TOOK A 100 ITEM 4-ALTERNATIVE MULTIPLE CHOICE TEST. HE ATTEMPTED
90 ITEMS AND HIS ANSWERS WERE CORRECT ON 69 ITEMS. WHAT WOULD BE HIS
TEST SCORE CORRECTED FOR GUESSING BY THE STANDARD FORMULA?

5. SUPPOSE THAT A WHITE DIE AND A BLACK DIE ARE TOSSED. COMPUTE THE
PROBABILITY THAT EXACTLY ONE DIE TURNS UP THE 2 SPOT.

6. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

16-17 2

14-15 9

12-13 23

10-11 32

08-09 23

06-07 9

04-05 2

COMPUTE THE 85 PERCENTILE POINT OF THE DISTRIBUTION.
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7. THE SCORES OF COLLEGE SENIORS ON A SCHOLASTIC APTITUDE TEST ARE
NORMALLY DISTRIBUTED WITH A STANDARD DEVIATION OF 52 POINTS. SUPPOSE

THAT TWO SAMPLES OF 83 CASES EACH ARE RANDOMLY SELECTED - ONE FROM
BOWLING GREEN STATE AND ONE FROM MIDDLEBURG COLLEGE. SUM X FOR THE

FIRST SAMPLE IS 13232 AND SUM X FOR THE SECOND SAMPLE IS 14486 WHERE

X(1) IS THE SCORE OF THE 1TH MEMBER OF THE SAMPLE. SETTING ALPHA AT

THE .05 LEVEL. TEST THE HYPOTHESIS THAT THE DIFFERENCE BETWEEN THE

TWO POPULATION MEANS IS ZERO.

8. ONE HUNDRED APPLICANTS WERE ADMINISTERED A CLERICAL APTITUDE TEST

AND WERE RATED ON THEIR JOB PERFORMANCE WITH THE FOLLOWING RESULTS.

MEAN X = 101

MEAN Y = 63

VARIANCE X = 27

VARIANCE Y = 26

COVARIANCE XY = 20

WHERE X(1) REPRESENTS THE SCORE OF THE 1TH INDIVIDUAL ON THE VERBAL
REASONING AND Y(1) REPRESENTS THE SCORE OF THE 1TH INDIVIDUAL ON
THE SPATIAL RELATIONS TEST. COMPUTE THE ESTIMATED POPULATION STAND-
ARD ERROR OF ESTIMATE.

-66-



Psy. 492 - Elementary Statistics

Test 1 - Spring 1968

1. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

15-17 3

12-14 12

09-11 20

06-08 12

03-05 3

COMPUTE THE PERCENTILE RANK CORRESPONDING TO THE SCORE OF 7.

2. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

16-17 2

14-15 9

12-13 23

10-11 32

08-09 23

06-07 9

04-05 2

COMPUTE THE 85 PERCENTILE POINT OF THE DISTRIBUTION.

3. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

09-10 3

07-08 12

05-06 20

03-04 12

01-02 3

COMPUTE THE MEAN AND STANDARD DEVIATION OF THE ABOVE DISTRIBUTION.
NOTE: SET UP THE COMPUTING FORMULA BUT DO NOT COMPUTE OUT THE

ACTUAL RESULT.

4. GRAPH THE CUMULATIVE FREQUENCY DISTRIBUTION FROM THE FOLLOWING
DISTRIBUTION

09-10 5

07-08 25

05-06 40
03-04 25

01-02 5
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S. ONE HUNDRED APPLICANTS WERE ADMINISTERED A CLERICAL APTITUDE TEST

AND WERE RATED ON THEIR JOB PERFORMANCE WITH THE FOLLOWING RESULTS

MEAN X = 100

MEAN Y = 64

VARIANCE X = 94

VARIANCE Y = 29

COVARIANCE XY = 20

WHERE X(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL ON THE CLERICAL

APTITUDE TEST AND Y(I) REPRESENTS THE PERFORMANCE RATING OF THE ITH

INDIVIDUAL. SET UP THE DEVIATION SCORE REGRESSION EQUATION FOR

PREDICTING Y FROM X. JOHN HAS A DEVIATION SCORE ON X OF 3. WHAT WOULD

BE HIS PREDICTED DEVIATION SCORE ON Y?
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6. GIVEN THE FOLLOWING DATA

N = 50
M = 10
M
x

= 15
VY = 49
V
x

= 81

rY = 0.40xy

a. WHAT IS THE PROPORTION OF VARIANCE IN Y ACCOUNTED FOR BY X?

b. WHAT IS THE STANDARD ERROR OF ESTIMATE FOR PREDICITNG X FROM Y?

c. WHAT IS V WHERE V = V + V ?
Y 9 y.x
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1.

1.

Psy. 492 - Elementary Statistics

Test 2 - Spring 1968

A TIE RACK CONTAINS 5 ilLUE TIES, 13
GREY TIES. SUPPOSE THAT ONE TIE IS
TIE IS EITHER RED OR BLUE. COMPUTE
IS RED.

RED TIES, 5 GREEN TIES AND 20
SELECTED FROM THE RACK AND THE
THE PROBABILITY THAT THE TIE

SUPPOSE THAT 3 DICE ARE TOSSED ONE TIME.
ONE OF THE DICE TURNS UP A 5.

3. GIVEN THE FOLLOWING ORDERED PAIRS (X,Y).

COMPUTE THE PROBABILITY THAT

(2,4) (3,5) (4,6) (5,7) (4,6) (6,8)

(3,2) (4,3) (5,4) (6,5) (5,6) (7,7)

(2,3) (3,4) (4,5) (5,6) (6,7) (7,8)

(2,4) (3,3) (6,2) (5,5) (3,6) (8,8)

IF ONE PAIR IS RANDOMLY SELECTED FROM THIS SAMPLE SPACE AND THE SAMPLED
X VALUE IS GREATER THAN 3 COMPUTE THE PROBABILITY THAT THE SAMPLED Y
VALUE IS LESS THAN 6.

4. JOHN'S TRUE SCORE ON A CERTAIN TEST IS 79 AND THE STANDARD ERROR OF
MEASUREMENT ON THE TEST IS 3. IF JOHN IS GIVEN ONE FORM OF THE TEST
WHAT IS THE PROBABILITY THAT HIS SCORE ON THAT FORM IS AT MOST 80
POINTS?

S. SUPPOSE THAT 101 COINS ARE TOSSED. COMPUTE THE PROBABILITY THAT AT
MOST SS HEADS TURN UP.

6. THE AGCT TEST IS STANDARDIZED TO A MEAN OF 100 AND A STANDARD DEVIA-
TION OF 20. SUPPOSE THAT 100 STUDENTS ARE RANDOMLY SELECTED FROM A
CERTAIN UNIVERSITY AND THEIR AVERAGE AGCT SCORE WAS 125. IF THE TRUE
MEAN FOR ALL THE STUDENTS AT THE UNIVERSITY IS 120, COMPUTE THE PROB-
ABILITY OF OBTAINING THE SAMPLE MEAN OF 125.
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7. GIVEN THE FOLLOWING HYPOTHETICAL FREQUENCY DISTRIBUTION

07-08 4

05-06 13

03-04 14

02$;01 4

SUPPOSE THAT SUCCESSIVE SAMPLES OF SIZE 40 ARE RANDOMLY DRAWN
(WITH REPLACEMENT) FROM THIS DISTRIBUTION. WHAT WOULD BE THE

STANDARD ERROR OF THE SAMPLE MEANS.

.z
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ID

STUDENT QUESTIONNAIRE
Department of Psychology
University of Houston

Name: Major:

Classification Fr. So. Jr. Sr. PB. Grad 1

(col. 6 0 1 2 3 4 5

Sex: M F Ages

(co1.7 1 2) (col. 8-9)

(col. 1-3)

2 3 4 Audit
6 7 8 9)

First Course in Statistics: Yes No
(col. 10 1 2)

1. Please rate the difficulty of this course in terms of learning to

understand statistical concepts. (check one)

(col. 11)

(5) very difficult

(4) moderately difficult

(3) about average

(2) moderately easy

(1) very easy

Comment:

2. To what extent do you think that this course was effective in teathing

statistical concepts. (check one)

(col. 12)

(5) very effective

(4) moderately effective

(3) about average

(2) moderately ineffective

(1) very ineffective

Comment:
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3. Prior to each test you were given samples of statistics problems drawn

from a defined universe of content.

a. To what extent did
test? (check one)

(col. 13)

(5)

(4)

(3)

(2)

(1)

Comment:

you use these sample problems to study for the

used as only source

used more than any other source

used equally with other sources

used other sources more

did not use at all

b. To what extent did you feel that
defined what you had to learn in

(col. 14)

Comment:

the sample problems adequately
the course? (check one)

very valuable.

somewhat valuable.

of no value.

somewhat detrimental.

very detrimental.



4. Some of the problems on your tests were generated by a computer from
a defined universe of content.

::

a. Did you find the computer generated problems more difficult or
easier than instructor made problems? (check one)

(col. 15)
(5) very difficult

Coment:

somewhat more difficult

about the same

somewhat easier

much easier

b. Do you feel that your knowledge of statistics could be adequately
tested using only test problems sampled by the computer? (check one)

(col. 16)
(5) all of the time

(4) most of the time

(3) *ome.of the time

(2) little of the time

(1) very little of the time

Comment:

c. How did the computer generated test problems compare with
instructor made problems in terms of fairness? (check one)

(col. 17).

(5) very fair

(4) moderately fair

(3) about the same

(2) moderately unfair

(1) very unfair

Comment:



d. Do you think that it would be desirable to draw all test
problems from a defined universe of content? (check one)

(col. 18)

(5) very desirable

(4) somewhat desirable

(3) does not matter

(2) somewhat undesirable

(1) very undesirable

Comment:

5. Please give any other reactions that you may have had to the computer
generated test items.
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PROGRAM MANUAL

Pilot Project on Computer Generated Test Items

University of Houston
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DATA CARD ORGANIZATION

1. The data are arranged in the form of blocks.

2. Each data block is independent.

3. The data blocks do not have to be in any prescribed sequence.

4. Each data block has a label card and an end card. The label punched

on the label card must be left-justified and correctly spelled.

S. The data block labels are as follows:

FORMS

RANDOM

STRATA

TESTS

FORMAT

BASES

6. The instruction labels are as follows:

START

FINISH

PRINT

PUNCH

READ

BLOCK STRUCTURE

FORMS

Item forms are defined in a forms block. The item form is

terminated by the word 'FINIS'.
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Example;

FORMS

0001

XXXXXXXXXXXX

XXXXX FINIS

0024

XXXXXXXXX FINIS

0012

XXXXXX 2 0 XXXXX

XXXXXXXXXXX -- 14 201

XXXXX FINIS

(BLANK CARD)

RANDOM

Block label

Form code number (14)

Content

End of form 0001

End of form block

All random expression sets are defined in a random block.

Example:

RANDOM

0001

XXXX $ XXXXXXX $ XXX

XX $ XXXXXXXXX $ FINIS

0013

XXXXX $ XXXXXX $ FINIS

ctc.

(BLANK CARD)

Block label

Code number

End card

It is extremely dangerous to write random expression sets which contain

8 0 -



only one element. Generally speaking, this situation will almost always

cause the program to short cycling.

The dollar sign ($) serves to delimit each random expression. A blank

space must preceed and follow each dollar sign. Also, each random

expression must be followed by a dollar sign.

STRATA

All forms must be assigned to a specific stratum or strata.

A stratum may contain 1 or N forms.

Example:

STRATA

0001

1 13 2 10 19 FINIS

0009

8 FINIS

etc.

Block label

Stratum code

(BLANK CARD) End card

In the first stratum the item forms whose code numbers are 1, 13, 2,

10, and 19 are assembled.
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BASES

DIMENSION(3) Forms, random, and strata are all stored in a

3-dimensional matrix with maximum dimensions (450, 10, .2). Storage

is allocated by setting the initial location of each block in the link

matrix. Forms is governed by BASE(1); RANDOM, BASE(2); and, STRATA,

BASE(3).

Example:

BASE(1) = 1

BASE(2) = 10

BASE(3) = 20

Item forms would be stored from row(1) to row(9); random expressions,

row(10) to row(19); and strata, row(20) to row(450).

These starting points may be defined by the user.

Example:

BASES Block label

000100100020 (314)

(BLANK CARD)* End block

*Not necessary, but

may be included.

If no bases block is defined by the user, the program will provide

the following values:

001-199 FORMS

200-399 RANDOM EXPRESSION

400-450 STRATA
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TESTS

Information concerning the nature of the tests to be printed out

is defined in the tests block.

Example:

TESTS Block label

(1 card--label to be
printed at top
of each test)

(1 card--format for
reading in the
item codes).

(80A1)

(Standard Fortran format
enclosed in parentheses

Number of items per test, 214

number of tests

XXXXXXX

XXXXX

(BLANK CARD)*

START

Begin generating tests.

FINISH

Stop the program.

Item codes

End of block

* Not necessary, but may be included.

PRINT

All material stored in the link matrix, text vector, and the FT

matrix (special format codes) is printed out. However, with link the

user must specify a starting and stopping row subscript in link.
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Example:

PUNCH

READ

PRINT Block label

0010500 214

(BLANK CARD)* End of block

* Not necessary, but may be inoluded.

Similar to PRINT, only cards are punched out.

Material punched out from a previous program is to be read in.

Example:

READ Block label

(Block of punched cards
in same order as
punched out by the
program.)

(BLANK CARD) End of block

FORMAT

Special formats (see Format section) are stored via the format

block.

Example:

FORMAT Block label

0001 XXXXXXX (Format code
number followed by
foxmat)

(14,12A6)

(BLANK CARD) End of block
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ITEM FORMS (STRUCTURE)

Item forms may be constructed as follows:

1. Containing no random expressions.

2. Containing only random expressions.

3. Containing both random expressions and standard text. Random

expressions may be inserted at any place in the item form.

Each random expression set is assigned a number by the user. The

random expressions set is linked to the form by placing the random ex-

pression set code number at the appropriate place in the form and pre-

ceeding this number by a double (--) minus sign. Immediately following

this negatively signed random expressions set code number must be another

number--the dependency link with another random expression set.

Example:

XXXXXXX --2 1 XXXXXX

Meaning: A random expression from set 2 is desired. However, the

selection is dependent upon the alternative chosen previously'

from 1. If, for example, the third alternative had been

selected from I choose the third alternative from 2 also.

If no dependency is desired, place a zero following the

negative number.

The form (when punched as data) must be ended or terminated by the

specific word 'FINIS' which must be preceeded by a blank space.
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The item form must also contain the necessary format information to be

used at print-out time. See 'Format' section.

An item form may contain a random expression which within itseal contains

a random expression. The degree of nesting is limited to 1.

A nested random expression may not contain a call to RNUMBR for a random

number.

ii
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FORMAT FOR PRINTING OUT ITEM FORMS:

The user may specify the item form format by inserting the standard

Fortran format codes within the item form. The format codes must be

delimited by slashes, i.e., /01X/d1H0/, and /10X/. Including the slashes,

the format word must occupy five columns. The format codes may be placed

in sequence, i.e., /11-10//10X/. If the format is in this form, do not

leave a space between the two codes.

If the format for a specified number of lines is being repeated, the

user may avoid writing the same format NN times by using the /RNN/ XXXXXX

/FXX/ format option, where

/RNN/ indicated that the format before the next format code is

being repeated NN times.

/FXX/ is a special format coded 'XX' describing the individual

line being replicated. This format must be specified in a

format data block.

Examples:

Given a normal distribution with mean $0102 10 0 20 0 1 and variance

$0102 S 0 8 0 /11-10/. If one number is selected at random from this

distribution /1H0/ what is the probability that the number will be

greater than $0102 0 +1-2-2 0 +1+2+2 0?

Given the following frequency distribution /1H0//R09/ $002 100139

/F02//1H0/ compute.the mean.

Note: If the output format exceeds 80 columns, the program will auto-

matically insert a /1110/.

fommtnatal===="AgalWaINCOPAMWWVL
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RNUMBR SUBROUTINE

Purpose: The RNUMBR subroutine is specifically designed to supply all

random numbers and distributions of numbers to be used by the

item forms.

RNUMBR requires 5 or 6 words

1. $1234

2. Integer number lower limit of range for desired random number

3. Operations code word for lower limit

4. Integer number upper limit of range for desired sandom number

S. Operations code word for upper limit

6. Switch describing what is to be done with generated random number

or numbers.

Word-1:

$1234

$ Break character calling RNUMBR subroutine

1-2 Number of similar random numbers desired (01 99)

3 Code for distributions (1 4)

4 Number of digits desired behind decimal point

MAX'

FOR

-88-
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Distribution Codes

1. Single probability distribution

2 Single frequency distribution

3 Joint probability distribution.

4 Joint frequency distribution

Word-2:

Integer number specifying the lower bound for random number.

Word-3:

Operations code word for lower Watt. The OP code word is used to

link a presently desired random number with previously-generated

random numbers in a specific form.

Example:

XXXX $01 10 0 20 0 1 XXXX $01 5 0 9 0 1XXXX $01 0 +1-2-2 0 +1+2+2 0 XXXX

The first random number generated lies between 10 and 20 and is

stored in the first 'SAVE' position(the '1' on the end does not refer

to the first SAVE position); the second, between 5 and 8 and stored in

the second 'SAVE' position. However, the third random number is dependent

upon the first two random numbers. This dependency is accomplished in

the following manner via an OP code word.

Example of OP code word (0
L(1)

789-

+1-2-2 0

L(2)

+1+2+2)



_

'SAVE' OP code word

1. 10 4. R < 20

2. 5 < R
2

< 8
--

3.

4.

+1-2-2 6 characters

At maximum, the OP code word Meaning:

can hold 3 OPs and 3 subscripts. Add SAVE (1) to L(1)

If fewer characters are needed, Sub SAVE (2) from sum

leave remaining spaces blank. Sub SAVE (2) from sum

The random numbers are stored

in the order in which they are +1+2+2

generated within the form.

Meaning:

Add SAVE (1) to L(2)

Add SAVE (2) to sum

Add SAVE (3) to sum

In this example, a random number has been generated with the following

properties

MEAN - 2SD < RANDOM < MEAN + 2SD

Word-4:

Integer number specifying the upper bound for random number.

Word-5:

OP code for upper limit.

-90-
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Word-6:

A 'SWITCH' value which is used to set up a dependency among a set

of random numbers within a form. A dependency is formed by storing

previously generated random numbers. The first random number stored

is placed in the first 'SAVE' position, etc. The maximum number of

'SAVED' values within a specific form is 9.

The SWITCH Codes for word-6 are as follows:

0 Print out, do not store, set counter to zero (SAVE also set to 0)

1 Print out, store, increment counter.

2 Do not print out, store, increment counter

3 Print out, do not store, do not change counter.

Note: If no word-6 SWITCH is used, a zero is asseumed.

FREQUENCY DISTRIBUTIONS

$0012

1 Code for distribution

2 If probability distribution is desired, the number of digits

to the right of the decimal point must be specified.

Example:

$0012

$002

Probability dist.

Frequency dist.,

, two digits

integer values.

When a distribution is desired, the first word following the '$XXXX'

must contain the information describing the distribution.

-91-



XXXXXX 1-3 The total N for a frequency distribution. If a

probability distribution is desired, use 000

4 The starting value of the lowest interval

5 The width of each interval

6 Number of intervals

Note: Must have /1H0/ before each distribution.

Example,:

044116

Freq. Prob. The maximum interval

11-12 1 .02 number is 99.

9-10 7 .14

7-8 14 .34 Maximum number of -.

5-6 14 .34 intervals is 9.

3-4 7 .14

1-2 1 .02

In writing format statements for frequency distributions note that numbers

are stored in blocks of 5 on the output buffer. Example:

0 9 1

2 1

-92-
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JOINT DISTRIBUTIONS

The first word following $XXXX contains the information describing

both distributions.

XXXXXX
123456 1 Starting point for vertical distribution

2 Width for vertical distribution

3 Number of intervals for vertical distribution

4 Starting point for horizontal distribution

5 Width for horizontal distribution

6 Number of intervals for horizontal distribution

The maximum number of intervals is 9. When a

frequency distribution is desired, a number between

200 and 300 is randomly generated for the total N.

This number will be a multiple of 10.

Example,:

315124

11-12 X X X X

09-10 X X X X

07-08 X X X X

05-06 X X X

03-04 X X X X

01-03 ;04-06 07-09 10-12

-93-
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DIAGNOSTICS PROVIDED BY PROGRAM

MAIN

1. Storage allocations should have been specified before calling

MAKTXT. The following values have been inserted by the program

001-199 FORUS

200-399 RANDOM EXPRESSIONS

400-450 STRATA

Interpretat*on: No bases block was inserted in data deck.

2. Unable to locate XXXXXX in label dictionary. Program regretfully

terminated.

Interpretation: A data block label was not in the prescribed form.

Possible sources of error:

1. Misspelled block label.

2. Label not left-justified.

MAKTXT

Column subscript out of range for link matrix N-1 N-2 N-3.

N-1 Column subscript

N-2 Base

N-3 Code number of FORM, RANDOM EXPRESSION, or STRATUM.

The respective row in link will also be printed out.

Interpretation: The link matrix has dimensions (450, 10 2). The

column count on link has exceeded 10. This is a

serious error and can result from a multitude of

data deck preparation erros.



7

TESTS

1. Form code number is out of range (FORM CODE NUMBER).

Interpretation: FORM CODE NUMBER is greater than or equal to BASE(2)

or less than BASE(1). Check the three bases and the

form code in question.

2. Item code number is out of range (ITEM CODE NUMBER).

Interpretation: ITEN CODE NUMBER is equal to zero or greater than

(SOO - BASE(3))*10

3. Random expression set pointer 1 is out of range (RANDOM EXPRESSION

POINTER VALUE).

Interpretation: Code number of RANDOM EXPRESSION set selected is

either less than BASE(2) or greater than or equal

to BASE(3).

4. Random expression set pointer 2 is out of range (RANDOM EXPRESSION

POINTER VALUE).

Interpretation: Similar to No. 3.

RNUMBR

Number of digits requested in probability is zero. Program will

continue with three digits.

Interpreation: No digits to the right of the decimal point is

considered an abnormal Situation.
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10471047 45000 005000 000000 X

ON AT 5,814CHRS) 08/16/68
N F15o(DEVICE,S1)
N F:6,(DEVICE,L0)
N F:1/(DEVICE, MTA81)
N F12o(DEVICE, MTA82)
N F13/(DEVICE, M1A83)
AN

OSBURNt1SH0E1AKFR

********************14*********************************4******

C OSBURNmSHOEMAKER COMPUTERuAIDED ITEM SAMPLING FOR ACHIEVEMENT

TESTING

N.G. OSBURN PSYCHOLOGY DEPARTMENT UNIVERS/TY OF HOUSTON

DAVID Mo SHOEMAKER PSYCHOLOGY DEPT OKLAHOMA STATE UNIVERSITY

MAIN MONITOR SUBPROGRAM READS DATA BLOCK LABELS AND CALLS
APPROPRIATE SUBPROGRAMS

************************************************4*********
REA018 TEXT
REAL*8 KODE
REAL*8 LABEL
INTEGER BASEpSTARTASTOP;PEELSJTSAVE
COMMON /BLOCK1/ TEXT(9000),NT,LINK(450/10,2)
COMMON /BLOCK2/ BUFFER(1000);N50NIX
COMMON /BLOCK3/ BASE(3),B(120)/FT(20,15)
COMMON /BLOCK4/ REELS(4)0REELSpLTAPE(450)0TSAVE,NSAVE4ITAPE(4)1
DIMENSION KODE(12)/TITLE(18),FMT(18),ITEM(200),TEMP(2,15)
DATA KODE/IFORMSIIORkNDOM's/STRATAIDITESTSI/ISTART#10FINISHI,
11PUNCHI/IREADIPIPRINTIpIFORMAT'01 109BASESI/

BASE(1)g0
NT=0
De 25 1m1)20

25 FT(1)1)*0o
De 40 I=1*450
00 40 4:1,2
Do 40 K=1,10

40 LINK(/)K,J)40
.De 41 /01,4

41 ITAPE(I):70
20 READ (5/72) LABEL

DO 35 1=1,12
IF(LABEL0E0oKODE(I))G0 To

1 (100,100,100400,50006000700/800,900/1000,20,1100),1
35 CONTINUE

WRITE (6)15) LABEL
STOP

104 IF ( BASE(1) oNEo 0 ) Ge To tio
BASE(1).71
BASE(2)v200
BASE(3)=400
WRITE (6:14)

110 CALL MAKTXT(BASE(/))
GO 78 20

400 READ (5,1) (TITLEMPI=1,18),(FMT(I),I=1,18),NITEMS0NTESTS
READ (5,FMT) (ITEM(I)/I21,NITEMS)

050 GO TO 20
1 500 VA BASE(1) NEo 0 ) GO TO 510

BASE(1)=1
BASE(2):=200



BASE(3);400
WRITE (6014)

510 ASSIGN 515 TO KK
Ge TO 5000

515 NNN=NT
NNN=IABS(NNN)
XX1=FLOAT(NNN)/29
XX2=NNN/2

gX1 one )0(2 ) NNNI;NNN+1

NIX=NNN
CALL TESTS(ITEM0N/TEMS,NTESTS4TITLE)
GO TB 20

600 WRITE (602)
STOP

700 ASSIGN 710 Te KK
GO TB 5000

710 READ (503) START.STO0
DO 750 I=START.STOP
IF ( LINK(I0101) fn. 0 ) GO TO 750
WRITE (6,54) I, C(LINK(Isj,K),J211010)010 e2)

750 CONTINUE
WRITE (6069)
De 770 11.4
IF ( ITAPE(I) sE00 0 ) GO TO 770
NTAPE=REELS(I)
REWIND NTAPE
READ (NTAPE) NT,(TEXT(J),J=10N1)
WRITE (6.66).NTAPE
WRITE (6,56) NT, (TEXT()),J=1NT)

770 CONTINUE
WRITE (6067)
WRITE (6.71) (LTAPE(1),I=1.450)
.G0 TO 20

800 De 820 II=1.450
READ (503) I

IF ( I 0E08 (00) ) GO TO 850
READ (5,22) ((TEMP(4.K).Kul,10)4J;1102)
DO 820 J102
DO 820 10.4010

820 LINX(1,K,J)=TEMP(J0K)
850 DO 860 11010

READ (5418) NTAPE
IF ( NTAPE one (m0) ) GO TB 870
READ (505) NT0(TEXT(J10J=14NT)
REWIND NTAPE
WRITE (NTAPE) NT.(TEXT(41)0JH14NT)90
END FILE NTAPE

1 DB 860 J=1,4
IF ( REELS(J) Eflo NTAPE ) ITAPE(j)mgi

3 860 CONTINUE
4 870 READ (5.21) (LTAPE(I),I=1.450)
5 GB TO 20
6 900 ASSIGN 910 TB KK
7 GO TO 5000
8 910 READ (5.3) START.STOP

09 WRITE (6,10) START,STOP
DO 920 I=START.STOP
IF ( LINK(I.1.1) ono 0 ) GB Te 920

12 WRITE (6.7) I.LTAPE(I).((LINK(I,K0J),(=1.10)0J;1.2)
920 CONTINUE

WRITE (6.3 ) (ITAPE(K),K=1.4)
DO 950 1104

98--
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IF ( ITAPE(I) *EN 0 ) GO TB 950
NTAPErREELS(I)
REWIND NTAPE
READ (NTAPE) NT,(TEXT(J),J=1,0NT)
WRITE (6,8) NTAPEoNTo(TEXT(J),J=1,NT)

950 CONTINUE
WRITE (6,11)
Km0
DO 930 I=1,20
IF ( FT(Io1) E011 0 ) GO TO 930
Kq1
WRITE (6,12) Io(FT(I:J):J101P15)

930 CONTINUE
IF ( K oE0. 0 ) WRITE (6/13)
GO TO 20

1000 De 1050 Im1020
READ (5/9) NRo(TEMP(1/j)/J:41,15)
IF ( NR E0o (.40) ) Ge TO 20
DO 1050 Je1;15

1050 FT(NRo4)7!TEMP(1,4)
1100 READ(50) (BASE(1),/%7103)

GO TO 20
5000 IF ( ITAPE(NREELS) 0E0o(.4)) Ge TO 5001

LAST=REELS(NREELS)
REWIND LAST
WRITE (LAST) NTo(TEXT(K),K:s1oNT)
END FILE LAST
ITAPE(NREELS)0.-,1

5001 Ge TO KKo(515,710/910)
1 FeRmAT (18A4/18A4/2I4;
2 FORMAT (34H1PROGRAM TERMINATED BY FINISH CARD)
3 FORMAT (10I4)
4 FORMAT (14/20I4)
5 FORMAT (I5/(1X,19A4))
6 FORMAT (I5/(1Xo19A4))
7 FORMAT (I5o2H (tI2e1H),12(5X/1015))
8 FORMAT (12H1TAPE NUMBERo!6///15//(1
9 FORMAT (14,15A4)
10 FORMAT (27H1PRINT.OUT eF LINK FROM ROW,15o7H TO ROW015//)

11 FORMAT (31H1FORMAT CODES SPECIFIED BY USER//10X,4HCODE,10X4
16HFORMAT//)

12 FORMAT (10Xo2H/F/13,1H/j8X,15A4)
13 FORMAT (27HONO FORMAT CODE:S IN STORAGE)

14 FORMAT (69H1L1NK STORAGE ALLOCATIONS UNSPECIFIED AT CF1ITICAL TI

1 THEREFORE 000//55HOTHE FOLLOWING VALUES HAVE BEEN INSERTED BY

2 PROGRAM//144000144199 FORMS//27H0200...399 RANDOM EXPRESSIeNS//15

300..450 STRATA)
15 FORMAT (19H1UNABLE TO LecATE loA8021H1 IN OBEL DICTIONARY//31H

10GRAM REGRETFULLY TERMINATED)
FORMAT (4HTAPEo14)
FORMAT (8X,19HEND er TAPE

(4X/14)
(6)(ol8HEND OF LINK
(8011)
(2014)
(1W-3,14/1W3,20IA)
(1H=3,6X,18HEMD OF LINK
(1HoI5/2H$ o 9A8)

(5H3TAPE,I4)
(1W41,8X,19HEND OF TAPE
(tHo8011)

Xo15A8))

16
17
18
19
21
22
54
69
56
66
67
71
72

FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT (A8)

STORAGE)

MATRIX)

99

MATRIX)

STORAGE)
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AN

END

SUBPROGRAMS

BF:PIN
BF:FI
BF:S2

EF:S3
BF:II

PROGRAM ALLOCATION

4DE00 I 4DF00
4E590 NTESTS 4E600
4EA.0 START 4E0
4EF.0 LAST

4F0.0 KODE 508.0

BF:DI
BF1SA
BFISS

/BLOCKI / ALLOCATION 6979

000 TEXT 465000

/BLOCK2 / ALLOCATION 3EA

090 BUFFER 3E8;0

/BLOCKS / ALLOCATION IA7

090 BASE 390

/BLOCK4

090
1C9,0

BF:SF
IABS
BF1SE

4E000
KK 4E790
sTep 4EC00

BP:SG
FLOAT
BF:SJ

BF:S6
BF:ITF

C.

TESYS

K 4E200 LABEL
NNN 4E800 XXI
NTAPE 4ED00 II

TITLE 5IA.0 FMT 52C90 ITEM

weRos

NT

WORDS

NB

WORDS

/ ALLOCATION ICD WORDS

REELS
ITAPE

PROGRAM END

de

4651.0 LINK

3E900 NIX

7B90 FT

4.0 NREELS 5.0 LTAPE IC790 °NAVE

******************************************0*******0***2.*****.4

MAKTXT WAKE TEXT/ SUr3PROGRAM *21 READS ALPHANUMERIC DATA FROM

CARDS AND STCRES IN CORF OR ON TAPEo MAXTXT CONSTRUCTS AN

ACCOUNTING SYSTEM cpo THE LINK MATRIX FOR DATA RETRIEVAL.

**********4*************1*************1********************;
SUBROUTINE MAKTXT(LBASE)
INTEGER CtROW,START,BASE0TSAVE4'REELS
REAL*8 TEXT

100 1,



REALon END
REAL08 TWORD
REAL4)8 LNK
REAL MINUS
CeMMEIN /BLOCKi/ TEXT()000),NTAJNK(450$10/2)
COMMON rBLCCKW BAGE(3).0(120)irT(20)15)
COMMON /qLOCX4/ REELS(4),NREELS,LTAPE(450),TSAVE,NSAVE/ITAPE(4
DIMENSION CARD(81)4WOQD(I)
DATA BLANK,MINUS4DSGN0END,LNK/t
CARD(81)4BLANK
C=0
DO 11 /01,4
IF ( ITAPE(I) oLTo 0 ) GO Ta 11
NREELS=I
GO TO 50

11 CONTINUE
WRITE (6,6)
STOP

50 READ(5,1) ROW
IF ( ReW 'EQ. (00) ) Ge TO 400

IROWtROW
15 NTAPE=REELS(NREELS)

IF ( NT oLEo 8700 ) GO TO 10
REWIND NTAPE
WRITE (NTAPE) NT,(TEXT(K);K=1,NT)
END FILE NTAPE
ITAPE(NREELS)=411
DO 16
IF C ITAPE(I) oLTo 0 ) oe TS 16

NREELSaI
NT=0
GO TO 15

16 CONTINUE
WRITE (6,6)
STOP

10 IF C LBASE oNEo BASE(3) ) GO TO 17

X=FLOAT(ROW)/10,
ROW=X
C=100*(XvFLOAT(ROW))+115
IF C C oNEo 0 ) Ge TO 18

C010
ROW=ReWq1

18 ROW*ROWLBASE
GO TO 19

17 ROW0ReW.L3A3E91
19 LTAPE(ROW)=NTAPE

IF C LBASE lE0o HASE(2) ) LINK(ROW,10,1)=0

IF ( ROW oLTo BASE01) ) C%0

STARTeNT41
100 READ (5)2) (CAR0(I),Is10130)

1°1
105 IF C I oGT0 80 ) GO TO 100

IF 1 CARD(I) oNEo BLAN( ) GO TO 110

1=14.1
GO TO 105

110 DO 120 Jti2o3
120 WORD(J)=BLANK

DO 130 J=1,8
IF ( CARD(I) IEGo BLANK ) GO TO 140

WORD(J)=CARD(I)
130 I=I+1
140 IF(WOPD(1)E0IMINUfgRD(2:tE0oMINUSoANDIPLBASEoE0oSASE(1)



!JO
NT4NT4.1
IF ( WORD(1) oNE0 DSON ) GO TO 150
IF ( WORD(2) 4,NE0 BLANK ) GO TO 150
IF ( LEASE oE0o BASE(1) ) GO TO 150
CtC+1
NT4NTw1
IF ( C oGTo 9 ) 00 TO 9999
L1NK(ROWsC/1)=START
LINK(ROW,C/2)!INT
LINK(ROW/1001)=LINK(ROW/10,1)+1
GO TO 220

150 CALL COMPZ(8/WORD,TET(NT))
IF ( TEXT(NT) oNEo END ) Ga T8 155
NT;NTi
IF ( LEASE QED. BACE(2) ) GO TO 50
IF (

LOASE oECo BASE(1) AND0 NT tLEo START ) GO TO 50
IF ( ROW oLTo BASE(3) ) GO TO 170
GD TO 175

155 IF ( CARD(I) oE011 BLANK ) GO TO 105
NTaNT+1
TEXT(NT)4LNK
GO TO 105

170 C=C+1
IF ( C 0GT0 10 ) GO TO 9999

175 LINK(ROW,C/1)4START
LINK(ROW,C,2)2NT

0 GO TO 50
1 180 IF ( NT oaf START ) on TO 185
2 Cs2C+1

3 IF ( C oGT. 10 ) GO TO 9999
LINK(ROW,C,1)5START

5 LINK(ROWpC,2);NT
6 185 C4C+1
7 WORD(1)0BLANK
8 W8RD(2)=BLANK
9 CALL COMPZ(8/WORD,TWORD)
0 CALL CTOF(TWORD,F,IF)
1 IF ( C oGT0 10 ) G3 TO 9999

LINK(ROW,Cri)muIF
3 08 190 J42/3

190 WORD(j);BLANK
1°1+1
DO 200 J=1,8
IF ( CARD(I) No BLANK ) GO Te 210
WORD()aCARD(I)

200 131.01

0 210 CALL COMPZ(8/WORD,TWORD)
1 CALL CTOF(TWORD,FA.IN!<(ROW0C/2))
2 220 ETART=NT+1

121+1
Ge ire 105

9999 WRITE (6/3) CiLBASEPIROW
WRITE (6/4) ROWWLINX(RF)W0K,J).!Ku1,10),J21,2)

7 STOP
400 RETURN
1 FORMAT (I4)
2 F8RMAT (g0A1)
3 FORMAT (49H1COLU1 N SUDSCRIPT IS euT OF RANGE FOR LINK MATRIX,--A

4 FORMAT (//16p2(5X/1015),//31H0PROGRAM REGRETFULLY TERMINATED)
6 FORMAT (39H4PR8GRAM EXCTEr:D AVAILABLE STORAGE)

END

4

6
7

18
9

3

25
6

28
9

0
1

3
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. SUBPR3GRAMS

SF:S6
(3F:sE

BFISF
FLOAT

PROGRAM ALLOCATION

2EE00
2F400
2FA90
2FE90

30490

MAKTXT 2EF.0
LNK 2F600
NTAPE 2FB90

30000

CARD 35500

BF/SX
BF1FTI

/BLecK1 / ALLOCATION 6979

0/0 TEXT 465090

/BLOCK3 / ALLOCATION IA7

Of0 BASE 3.0

/BLOCK4

090
1C900

/ ALLOCATION ICD

REELS 490
:TAPE

PROGRAM END

A

BF:S3 DF:II
BF:FI COMPZ

BLANK 2F000
2F7o0
000

TWORD 30200

WORD

WORDS

NT 465190

WORDS

7B*0

WORDS

NREELS 500

MINUS

LBASE

LINK

FT

BF:ST nrfs5
CTOF BF:SS

2F190
2F890
2FC90
30390

DSGN
ROW
X
IF

LTAPE IC700 ?SAVE

PRINTO SUBPROGRAM .R.? PARSES OUT FORMAT CODES FROM ITEM renm

AND CONSTRUCTS A STANDARD FORTRAN FORMAT VECTOR FOR PRINTING

ITEM,

**4**********c,4*****t***t*************************A**********
SOROUTINE PRINTO(II)
REAL IDROP/LBRK,ISAVE
INTEGER FMTN,START,FSTeP,SUITCH,BASE
COMMON /3LOCK2/ 3UFFER(1000),N3;NIX
COMMON /3L3C.:3/ F;ASE(2),9(120).oFT(20,15)
DIMENSION FMT(200)PBCD(10)
DATA BCD/101,1114,21/1314041,15,0161071,181,191/
DATA C5MMA,SLASH;BLANK,A7LWAIPVIPI
DATA LBRKpRBRK/I(1X,I,t/)1/
DATA F,H,X,R/IFI3 IW4IxtiORI/
DATA TDROP/1/1X01/

1,444t *PikdaisttA1....4, Itol.-eta

103



BUFFER(NB)mBLANK
STARTv1
FMTN71
NCHAR=0
NLAN1=0
TEMPt%BLANK
DO 50 Im1o200

50 FMT(HaTEMP
FMT(1)=LBRK
SWITCH-40

150 DO 100 I=START.NB
IF ( BUFFER(I ) oNE0 SLASH ) GO TO 200

IF (
BUFFER(I+4) NE. SLASH ) GO TO 200

FMTN=FMTN4.1
IF ( BUFFER(I40.1) GEO') R ) GO TO 600

500
GEO. 0

IF ( SWITCH GEO. 1 ) GO TO

IF ( NCHAR ) GO TO 160

FMT(FMTN)uB(NCHAR)
FMT(FMTN4-1)2AFLD
FMTNPFMTN002

160 IF ( 6UFFCR(I+2) GEO. H ) GO TO 300

IF (
BUFFER(I+3) GEO X ) GO TO 400

IF (
BUFFER(I+1) GEO. F ) GO TO 500

300 BUFFER(Io4)=COMMA
DO 305 Jg104
Kajoi
CALL PONE (BUFFER(I)40,FM7(FMTN)oK)

305 INI4.1

310 STARTe/4.1
IF C

BUFFER(START) EOG BLANK ) STARTNSTART
NCHAR=0
GO TO 150

400 BUFFER(I)2BLANK
Go Te 300

500 DO 510 Ke1.10
IF (

BUFFER(I+2) GEO. BCD(K) ) 1410<c;-1

IF ( BUFFER(I+3) gEO. BCD(K) ) K2mK.41

510 CONTINUE
KK4K1*104.K2
FSTOPsFMTN+14
jJmo
Da 520 .KmFMTN/FsToP
JJ=Jj4.1

520 FMT(K)=FT(KKDJJ)
FMTWSTOP+1
SWITCHDO
111'404

GO TO 310
600 DO 610 Kole10

IF ( BUFFER(I42) ,E00 BCD(K) ) K1:00.1

IF C BUFFER(14.3) GEO. BCD(K) ) K2DKP1

610 CONTINUE
KOK1*104K2
FMT(FMTN)=B(KK)
STARTs1+6
SWITCHni
GO TO 150

200 IF ( SWITCH GEO. 1 ) GO To 230
IF ( NCHAR 04E. 65 ) GO TO 230

115=1+15
DO 210 (KnI,I15
IF ( BW:FER(KK) oFC, BLANK ) GO Te 2?0



NLINEENLINE+1
BUFFER(NLINE)mBUF:FER(KK)

210 NCHAR=NC11AR1
KK4115

220 FMTNnFMTN41
FMTIF"ITN).11B(NCHAR)
FMT(FMTN4/1)0AFLD
FMT(FMTN-42):1DROP
FMTN=FMTN+3
NCHAR=J0
STARTtKK+1
GO TO 150

230 NLINE=NL!NE41
BUFFER(MLINE)mBUFFER(I)

100 NCHAR2NC4AR+1
FMTN=FMTN+1
FMT(FMTN)z B(NCHAR)
FMT(FMTN41)=AFLD
FMT(FMTN4.2):RBRK
FMTN=FMTN+2
WRITE (6,16) II

WRITE (60FMT) (6UFFER(I)eIn1:NLINE)
DO 1000 Ie100,1000

1000 BUFFER(I)=BLANK
PETURN

6 FORMAT (//5H Nee DI3//)
END

SUBPROGRAMS

PONE BF:S6

PReGRAM ALLOCATION

BF://

21800 PRINTO 21900
2/De0 LBRK 21E.0
222o0 R 223.0
22700 MANE 22800
22C00 K 220.0
23100 jj 232.0

23300 FMT 2FB.0

BF:SF BF:FI BF:SS BF:SR

COMMA 21A.0 SLASH 21B00 BLANK

R[1 21F.0 F 22000 1.4

IDROP 224.0 START 22500 FMTN

TEMP .229.0 I 22Ao0 SWITCH
K1 22E00 K2 22F00 KK

115 0.0 17

BCD

/BLOCK2 / ALLOCATION 3EA WORDS

000 BUFFER 3E8.0 NB 3E9.0 NIX

/BLOCK3 / ALLOCATION IA7 WORDS

000 BASE 300 B 70.0 FT

PROGRAM END
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************************,1o******************(
**o4**o****o********

TESTS SUBPROGRAM qv GIVEN AN /TEM FORM, TESTS SUPPLIES ELEMENTS

FRaM REPLACEMENT SETS AND CONSTRUCTS AN INDIVIDUAL IYEMo

*********o**0**********************************4****q*********1
SUBROUTINE TESTS(ITEM,NITEMSPNTESTSPTITLE)
REAL*8 TEMP
REAL*8 TEXT
REAL*8 TWORD
REAL*8 TX
REAL*8 LW4
REAL MINUSANWORD
INTEGER ROW08ASEASUPIPFGRMpSAVEPREELSJTSAVEAT
COMMON /BLOCKI/ TENT(9000),NT,LINK(450,10,2)
COMMON /BLOCP:2/ 31JFFER(1000)PNB0NIX
COMMON /BLOCK3/ 8ASE(3!0D(120)PFT(20.915)

COMMON /BLOC4/ REE0(4),NREELSsLTAPE(450)4ITSAVE,NSAVEPITAPE(4)
DIMENSION DCWeRoc3),NWORD(g)PITEM(100),TITLE(18)
DATA LNODSGN,BLANKPMINU3/ILNVp'$1,1 '010/

SAVE:0
NSTR:(450..BASE(3))*10
De 1000 T=1,NTESTS
WRITE (GPI) (TITLE(I),101,18)
DO 1000 Ku1,NITEMS
IF ( ITEM(K)eNEo0oANDoITEM(K)oLEeNSTR ) GO TO 20

WRITE (6P3) ITEM(K)
Ge TO 1000

20 X=FL6AT(ITEM(K))/10o
ROW=X
IY°100*(X0FLOAT(ROW))+05
IF ( IY eNEo 0 ) 03 TO 19
IY:10
ROW;ROWcvl

15 IX=BASE(3)*ROW
S1:LINK(IXPIY,1)
S22LINK(IX:IYP2)

30 CONTINUE
CALL RANDU(NIXPNIYAX)
NIX3NIY
NN3S1+X*(SaqS1)4-o5
IF ( NN eLTe IFIX(S1) ) NNaS1

IF ( NN e0Te IF1X(S2) ) NNL-S2

CALL TCHECK(IX)
CALL CTOF(TEX'(NN)hX4FORM)
IF ( FaRm 000 BASE(1) oBR0 FORM 00E4 BASi::(2) ) GO TO 9999

NBRO
DO 500 NP1s10
IF (

LINK(F8RM,Np1) ECo 0 ) GO TO 600

LicLINK(FORM$NPi)
L2=LINK(FORMJN,21
IF ( L1 eLTe 0 ) 00 TO 200

CALL TCHECK(FORM)
40 Da 50 I=L1PL2

IF ( TEXT(1) oNEo LNK ) GO TO 60

NB=NE3191
GO TO 50

60 CALL 000MPZ(1,TEXT(I)PDCWORD)
IF ( DCWOR0(1) oNE* DSGN ) GO 75 69

DO 65 /1:23#8 106



65 NWORD(II)tBLANK
NWORD(1)q0CWOR0(2)
NWORD(2)=DCWIRD(3)
CALL COMPZ(8,NW3RD,TWnRD)
CALL CTOF(TWORD,F,NREPS)
LiuIoi
TEMP*DCWORD(5)
CALL B47(TEMP)
CALL CTOF(TEMP.F0NPLACE)
TEMPcDCWORD(4)
CALL B47(TEMP)
CALL CTOF(TEMP;F,IDSTRB)
CALL RNUMFIR(L1,SAVEoNREPS,IDSTRBPNPLACE)
IF ( Li GTo L2 ) GO TO 500
GO TO 40

69 IF ( DCWORD(1) oNE9 MINUS I GO TO 70

IF ( DCWORD(2) oNE9 MINUS ) GO TO 70

DCWORD(1).2BLANK
DCWORD(2/nBLANK
CALL COMPZ(8,DCWOROJTX)
CALL CTOF(TX,F,L11)
CALL CTOF(TEXT(I4./)./FoL22)
LlqI+2
JTAPE :NSAVE
IF ( L22 oE0o 0 ) GO TO 61
L22=L224-BASE(2)01
NC;LINK(L22;10/2)
LL=L11+BASE(2)01
L1112LINK(LL,NC,/)
L22GLINK(LL,NC,2)
CALL TCHECK(LL)
GO TO 63

61 L112L1l+BASE(2)@si
62 CONTINUE

CALL RANDU(NIX,NlYeX)
NIXeNly
SUB=X4FLOAT(LINK(L11,1.0,1))4'05
IF ( SU3 oE00 LINK(L1I,10P2) ) GO TO 62

IMAX:LIN((L11,10o1)
IF ( SUB OTs IMAX) SUB=11AX
IF ( SUB LTo I ) SU321

LL=LII
CALL TCHECK(LL)
L11gLIN((LL,SU3,,1)
L222LINK(LLoSU3,21
LINK(LL)10,2)=SU3

63 DO 66 jmL1I,L22
IF ( TEXT(J) NE. LNK ) G3 TO 64
NBPNB01
GO TO 66

64 CALL DCOMPZ(1,TEXT(J),DCWORD)
DO 67 KK=1,8
IF ( DCWORD(KK),E094ANK) GO TO 68

NBPNB+1
67 BUFFER(N3):DCW8RD(KK)
68 NBoNa4.1

BUFFER(NB)rBLANK
66 CONTINUE

IF ( Ll tGTo L2 ) GO TO 500

CALL TCHECK(JTAPE)
GO TO 40

70 DO 75 KKT41,8 107



IF ( DCWORD(KK) GEOG BLANK ) GO TO 80
NB=NS+1

75 BUFFER(NB)0DCWORO(K)
80 NBuNB,41

BUFFER(W))r-BLANK
50 CONTINUE

GO TO 500
200 L1:4IASS(41)

IF ( L2 0E0o 0 ) G9 TO 250
L1=L1+3ASE(2).#1
IF ( Ll LT9 SASE(2) 0Ro Li oGEG BASE(3) ) GO Te 9998
L20L2+BASE(2).11
IF ( L2 oLTo BASF(2) GOR0 L2 GEG BASE(3) ) GO TO 9997
IC0LaLINK(L2,10,2)
IF ( ICOL VEOG 0 ) GO TO 255
LL=L1
CALL TCHECK(LL)
LloLINK(LL,/coL,I)
L2LILINK(LL,ICOL,2)
GO TB 40

250 L1:41.14.BASE(2)01
IF ( Ll oLT0 BASE(2) OR. L1 oGE. BASE(3) ) GO TO 9998

255 CONTINUE
CALL RANDU(NIgoNIY,X)
NIX3Nly
SUSOOFLOAT(LINK(001001))+105
MAX:LINX(L1,10,1)
IF ( SUS ()GT* MAX ) SUSI'MAX
IF C SUB oLTo 1 ) SU3n1
IF I SUB GEOG LIN((LI,10,2) ) GO TO 255
LL=L1
CALL TCHECK(LL)
L1T;LINK(LL,SU3,1)
L2*LINK(LLPSUB,2)
LINK(LL,10:2)sSUB
GU TO 40

500 CONTINUE
600 CALL PRINTO(K)

SAVE.10
1000 CONTINUE

RETURN
9997 WRITE (6,5) L2

STOP
9998 WRITE (64) Ll

STOP
WRITE (6,2) FORM
STOP
FORMAT
FORMAT
FORMAT
FORMAT
FORMAT
END

9999

1

2
3

5

SUBPROGRAMS

BF:56
IFIX
IABS

(1H1,18A4//)
(33H078Rm CODE NUmSER IS CUT 07 RANGE,I10)
(33HOITEM CODE NUMDER IS (JUT OF RANGE,I10)
(48H0RAN03m E(PRESSfON SET POINTER 1 IS BUT Or RANGEAto)
(43HORANDom EXPRESSION sET POINTER 2 IS OUT OF RANGZ,I10)

BFIFI
TCHECK
PRINTO

PROGRAM ALLOCATION

SFISF
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BF!II
DCOMPZ
BF:SS

FLOAT
COMPZ
BF:SR

BF:FTI SFIITF
BFIFTD 647



408.0
40Fo0
413.0
417.0
41Co0
42210
42960
42Fo0
434.0

437.0

/BOCK1

000

/BLOCK2

000

/BLOCK1

0.0

TESTS 40A00
SAVE 410.0

000
IX 41800
FORM 41000
TWORD 42400
IDSTRB 42A00
NC 430.0
KK 435.0

DCWORD 43F.0

/ ALLOCATION 6979

TEXT 465000

/ ALLeCATIeN 3EA

BUFFER 3E890

/ ALLOCATION IA7

BASE 300

/BLOCKh / ALLOCATION 1CD

0+0 REELS 4.0
iC9.0 ITAPE

PROGRAM END

LW; 40000
NSTR 411.0
NITEmS 41400
S1 419.0

41E00
425.0

TX 42C.0
LL 43100
!CM. 43600

NWORD 000

WORDS

NT 4651.0

WORDS

NB 3E9.0

Wens

7B 0

WORDS*

NREEL':', 500

DSGN

X

S2
LI
NREPS
L11
SUB
MAX

ITEM

LINK

NIX

FT

40D00
0.0
415.0
41A00
41F00
4260
42000
432+0

000

BLANK
NTESTS
ROW
NIY
L2
TEMP 4

L22 1;

IMAX

TITLE

LTAPE IC700 TSAVE

**********************************1**************************

RNUMBR SUBPROGRAM SUPPLIES ALL RANDOM NUMBERS, FREQU:NCY
DISTRIBUTIeN5; PROBABILITY DISTIBUTICNS, JOINT FREQUENCY
DISTRIBUTIONS AND JOINT PROBABILITY DISTRIBUTIONS.

**o*****************************4*0****************0
SUBROUTINE RNUMBRCNT$SAVEoNREPS,D/STRBAPLACE)
REAL*8 TEXT
REAL*8 WORD
REAL*8 JOINT
REAL*5 INTVL
REAL48 ZERO
.REAL*S TEMP
REAL*8 T
REAL LIMIT/LL,K3DP:

109
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kralumSr.t.r,

INTEGER CNTR,SUB;START,SWITCP0SAVE,OP,WIDTH:BA9EsSKIP,DICTRB.06PIA
1STOP
COMMON /BLOCKI/ TEX1(9000),NT[X1ALIN1q4504010/2)
COMMON /BLf)CK2/ BUFFER(1000),N3;NIX
COMMON /BLOCK3/ USE(3),3(120),FT(20,15)
DIMENSION BCD(10)dOPLIST(5);DCaRD(2)A0P(3):SUB(I),T(4),LIMIT(2),
1R(10)sKODE(11)JARTA(11A2)PINTVL(11,2)/JOINT(10,10)AIWORD(8)
DATA BCD/1014.°11i)121.913f00,151410;17/$131,191/
DATA OPLISTP*1)1/1.00,'+101EVABLANKP I/
IF ( DISTRO 0NEs 0 ) GO TO (8000,8000,39993999),DISTRD

DO 12 1=1,4
TEMPnBCD(I)
CALL B47(TEMP)
IF ( TEXT(NT44) ,E0* TEMP ) GO TB 15

12 CONTINUE
NTNT+4.
GO TO 16

15 SWITCH=I91
NTT,NT0e5

16 DO 10 1=1,4
NN=N14,/n1

10 T(I)t1TEXT(NN)
CALL CTOF(T(1),LIMIT(1)pIF)
CALL CTOF(T(3),LIMIT(2),IF)
CNTR:0
IF ( SWITCH *En* 0 ) SAVE=0
IF ( SWITCH foNEo 0 ) CNTR;SAVE
T(1)T(2)
T(3);T(2)
T(2)8T(4)
ZERO;IBCD(1)
CALL B47(ZER8)
SK/P20
IF
IF
IF
GO

25 STARTP1
STOP*1
GO TO 45

30 START=2
STOP2
GO TO 45

35 START:11
STOP:12

45 IF ( NREPS oE0. 3, GO TO 50
NIBmNB.4.1

BUFFER(N5)=BLANK
50 DO 7000 JK:41.9NREPS

IF ( SKIP ,E0r4 I ) GO TO 5999
DO 5000 IISTART,STOP
CALL DC0MPZ(1AT(II):DCWORD)
TEMP:DCWORD(2)
CALL 347(7EMP)
CALL CTOF(1:MP0F620(1))
TEMP=DCWORD(4)
CALL B47(TEMP)
CALL CTOF(TEMP:FoSU3(2))
TEMPFDCWORD(6)
CALL B47(YEMP)
CALL CTO7tTF4PAF;qUB(3))

-110

( 1(1) *EN ZERO *ANN 1(2) of70o4 ZERO ) SKIP01
( 1(1) E00 ZERO cAND0 7(2) *NE0 ZERO ) GB TO 25
( T(1) gNEo ZERB cANDo 7(2) 0E00 ZERO ) GO Ta 30
TO 35



,xt

DCWORD(2)m
DCWORD(3)=
DO 75 pi
OP(I)n0
DO 75 ja
IF ( DPL

75 CONTINUE
LL=LIMI
DO 1000
IF ( Op
4JqSUB
OPI=OP
GB TO

100 4L3LL*
GO T8

200 LL0LL
GO TO

300 LLDL
GO T

400 LL L
GO

500 EXP
LL-

1000 ce
3000 LI
5000 ce
5999 C

6000

6

DcweRotn)
DCWORDC5)

'3

IST(J) oE0 DCWORD(I) ) 6P(1)/:

T(II)
1=1,3
(I) E00 0 ) GO TO 3000

(I)
(I)

(100i200s3000400,500),OPI
R(JJ)
1000

/R(JJ)
1000

L.;R(JJ)
R 1000
L+R(JJ)
TO 1000
TuR(JJ)
LL**EXPT
NTINUE
MIT(II)0LL
NTINUE

ONT!NUE
ALL RANDU(NIX,NIYoX)
IX:NIY

XmX%0005
LL gILIMIT(1)+X*ABS(L/MIT(1)4IMIT(2))+50/(10o**(NPLACE+1))
N=SWITCH+1
IF ( N oGTo 4 opRo N 1 ) N 1
GO TO (6000,6001,6002,6003),IN
CALL FTOC(LL ,KODE)
DO 6400 1=1;5
IF C (ODE(I) 0E041 BCD(i) ) GO TO 6400
START=1
GO TO 6455

00 CaNYINUE
START=6
IF ( NPLACE *E00 0 ) START=5

455 NPm6+NPLACE
IF ( NPLACE *E0o 0 ) NPx5
DO 6500 ImSTARTAP
NBnNB.4.1

6500 BUFFER(NB)PKODE(I)
N5*NE34.1

BUFFER(NB)ROLAN'r(
GO TO 7000

6001 CNTR=CNTR-
R(CNTR)=LL
SAVE:ICNTR
Ge TO 6000

6002 CNTR:!CNTR.:.1
R(CNTR):LL
SAVEmCNTR
GO TO 7000

6003 SAVEzCNTR
GO TO 6000

7000 CONTINUE
RETURN

,Wteria,,,40.,,,,,), travirattos,
44
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8000 CALL DCOMPZ(1:TEXT(NT),DCW8RD)
NT.INT.1.1

TEMP.7DCWOPD(4)
CALL 647!TEMP)
CALL CTOF(TEMPtFASTART)
TEMPLIDCWORD(5)
CALL E)47(TEMP)
CALL CTOF(TEMP,FpWIDTH)
TEMP=DCWORD(6)
CALL B47(TEMP)
CALL CTOF(TEMPtFeNL)
DO 8050 IIE4s8

8050 DCWORD(MmBLANK
CALL COMPZ(8.0DCWORD.,TW8RD)
CALL CTOF(TWORD0F,N)
N1;START
DO 8100 InloNL
N2=N14-WIDTHcii
TEMP=B(N1)
CALL B47(TEMP)
CALL DCOMPZ(1ATEMPAORD)
WORD(3)3OPLIST(3)
TEMPPB(N2)
CALL B47(TEMP)
CALL DCOMPZ(1,TEMP,DCW6RD)
WORDMvDCWORD(1)
WORD(5)nDCWORD.(2)
WORD(6)=BLANK
WORD(7)cBLANK
WORD(8)=BLANK
KcNIL61+1
CALL COMPZ(81WORD0INTVL(K,1))

8100 N1nN2...1
ARE/A(101)=93o
STEP=6G/FLOAT(NL)
STOP =NL41
DO 8200 I=2,ST8P

8200 AREA(Is1)tAREA(Ir1.51)+STEP
DO 8250 I1oSTOP
EXPTm.APEA(I,1)*AREA(I,91)/20

8250 AREAtIo1)3(1,/SORT(2o*391416))*2a7164**FxpT
DO 8275 Ia1.0NL

8275 AREA(1,1)=HAREA(/4)1)+AREA(Pe1.1))/20*STEP
IF ( DISTRE1 cEae 1 ) GO TO 8295
SUM=00
DO 8290 Ini,NL
AREA(101)=IFIX(AREA(101)*FLOAT(N)+o5)

8290 SUMtSUM+AREA(!pi)
ISOTFLeAT(N0/20'"5
AREA(160,1):APEA(ISUBA1).4.(FLOAT(N)SUM)+;5
GB TO g280

8295 IF ( NPLACE oNEo 0 ) GO TO 8298
WRITE (6o8)
NPLACE23

8298 SHIFTn100**NPLACE
SUM:100
DO 8296 I=14NL
AREA(I,1)GIFIX(AREA(Io1)*SHIFT+05)

8296 SUMESUM,6AREA(I,1)
ISUB=FLOATML)/20q5
AREA(ISUB,1)=4AREA(ISUB,1)+(SHIFT'PSUM)+95
DO 8297 It11.9NL

112
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8?)7 ARCA(I/1)-4PJ:7A(Ig1)/:NIFT+15c0/(SHIFT 10c)
601.40o

D) 299
8299 SUM=1.UM+AREA(I01)

DIFF=1..S0
ANEACIST6;1)=APEA(ISUB01)4-DIFF+10/SHIFT

8?80 BUFTER(0)aBLAW4
NB1N54.1

DO 8300 I510NL
CALL DCOMP2(10INIVOID1)0DCW8RD)
DO 8350 J11105
BUFFER(NB)=DCWORD(0)

c:VS0 NE3nN041
CALL FTOC(AR:A(I01)0KODE)
!P ( DisTRE) cul, 1 ) GO TO 8390
DO 860 J:105
IF ( KODE(j) NE0 3CD(1) ) G8 TO 3370

8160 KODE(J)=.3LANK
8370 DO 3380 J=105

BUFFER(N3)11KaDE(J)
8380 NE.Ir.NE1+1

(jO TO 8300
8390 NPn6+NPLACE

IF ( NP 0GT0 6 ) GO TO 8395
8392 WRITE (608)

NPa9
8395 NP1=NP+1

DO 8396 ONP1010
8396 KODE(K)=BLAW:

DO 8400 J=6,10
BUFFER(N3)=KODF(J)

8400 N8nNB+1
8300 CONTINUE

NB=N3..1
RETURN

8999 CALL DCOMPZ(10TEXT(NT)ADCWORO)
NT=NT+1
DO 9000 Iuto6
TEMP;DCWORD(I)
CALL 647(TEMP)

9000 CALL CW(TEMP0K00E(I),NNNN)
DO 9001 161,403

IF ( 1 *GT0 2 14=2

N12KODE(I)
KiLnKODE(I+2)

DO 9001 Jc10NL
N20FL3AT(N1)4.KODE(Ia0.)0141
TEMPA(NI)
CALL (347(TEMP)
CALL DCOMPZ(1,TEMP,WDR0)
WORD(3):OPLIST(3)
TEMPuO(N2).
CALL B4?7(TEMP)
CALL DC3MPZ(10TEW30DCWORD)
WORD(4)11DC1ORD(1)
WanD(5)30CWORD(2)
WORD(6)n!3LAN4
WORD(7)NBLAN4
WORD(8)BLANK
IF ( K DEC. 1 ) L=NLI/J1.1
IF ( K oEC4 2 ) L=4
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CALL CDMP(V),WORD'INTVOL,))
9001 N1mN2-:.1

AREA(1,1)=..30
AREA(1,2)m,e20
DO 9005 1=104,3
Km1
IF ( I oBT. 2 ) i<=2

siEP=6e/40DE(I+2)
STOPvK13DE(F02)4.10
Da 9006 J=2,STOP

9006 AREA(JJK)rAREA(J41.sK).4-STEP
DO 900g J1D1PST3P
EXPT=gAREA(J:K)AAr;E1A(J,K)/2.

9008 APEA(j0K)=(lo/SCR7(2.0301416)2,7164*EXPT
NN:.KODE(I4.2)
DO 900 j31,NN

9009 AREA(J,K)=HAREA(J;K)4-AREACJ+1,0)/20)*STEP
9005 CONTINUE

CALL RANDU(NIX,NIY,X)
NIX=Nly
NTOTAL11((200t4-X61005)/100)4.o5
NT6TAL=NTOTAL*10
NL10K6DE(3)
NL20(00E(6)
SUMnOy
15UB1=FLOAT(NL1)/20Q5
ISU32nFLOAT(NL2)/205
XX:AREA( ISUE11,1)*AREA(ISUB2/2)
IF ( DISTRB .F.00 4 ) XX=XX*FLOAT(NTOTAL)
DO 9500 I=10NL1
DO 9500 Ju1,NL2
XnAREA(1:1)*AREA(J.c2)
IF ( DISTRR cE0o 4 ) XuX*FLOAT(NTOTAL)
SUMIISUM4,X
CALL FTOC(X,KeDE)
DU 9550 L=1,5
IF ( DISTRB GEO, 3 ) GO TO 9600
DCWeRD(L)nKODE(L)
G3 Tn 9550

9600 DCWCRD(L)uKODE(L+5)
9550 CONTINUE

DCW0RD(6):1BLANK
DCWORD(74=BLANK
DCWORD(8)=-GLANK
CALL COMPZ(8,DCWORDP03INT(I,J))

9500 CONTINUE
IF ( DISTRB gEO. 4 ) xxvxX4FLOAT(NTOTAL)uSUM
IF ( DISTRO E00 3 ) XXaXX+1o1!S0+10/(10o**NPLACE)
CALL FTOC(XX,KODF:)
DO 9010 Lu1s5
IF ( DISTRB GE0o 3 ) GO TO 9015
DCWBRD(L)=KODE(L)
00 TO 9010

9015 DCW0RD(L)=.KODE(L+5)
9010 UNTINUE

DCW5ST(6)=BLANK
DCWORD(7)3OLANK
DCW8RD(3)73E3LAN4
CALL COPZ(8/DCWOR0,JOINT(I5U51,ISUB2))
BUFFER(NB)=BLANK
NB=N3+1
DO 9700 I131,NL1



CALL DCOMPZ(1)INTVL(1,1),DCW(3RD)
DO 9704 J=1;5
BUEFER(Na)rDCWOn(J)

9704 NB=NH.s1
DO 9710 J=1)NL2
CALL DCOMPZ(1)J3ZNT(I)J):DCWI:RD)
IF ( DISTRB 0EO
IF ( NPLACE .NE.
WRITE (6:8)
NPLACEc3

9705 NP=NPLACF+1
GO TO 9701

9707 D8 9703 Kn1s4
IF ( DCWORD(K) 0NE0 BC0(1) ) GO TO 9709

9708 GCWORD(K)2BLANK
9709 NP=5.
9701 NP1=NP+1

DO 9716 K=NP1S5
9716 DCWORD(K)=BLANK

DO 9715 Kv1:5
BUFFER(NB)=DCWO,RD(KI

9715 NB=NS+1
9710 CONTINUE
9700 CONTINUE

NL22=NL24.2
D3 9720 M=1)NL22
DO 9720 I=1,5
BUFFER(NB)=BLANX

9720 NB*N3+1
DO 9725 Itt141NL2
CALL DCOMPZ(1;INTVL(1,2):DCWORD)
DO 9730 J=1)5
BUFFER(NB)=DCWORD(J)

9730 NB=NB+1
9725 CONTINUE

NB=NB..1
RETURN

8 FORMAT (51H1NU1BER OF DIGITS REOUESTED IN PROBABILITY IS ZERO0//

141HOPROGRAM WILL CENTINUE WITH THREE DIGITS;)/1ft1)

END

4 ) GO y5 9707
0 ) GO TO 9705

SUBPROGRAMS

BF:SG
BF:FN
BF:S6

BFIFTD
FTOC
BF:SF

PROGRAM ALLOCATION

847
caw32
BF:SS

CTOF
FL8AT
BF:SR

DCOMPZ BF:FR RAN%
SORT IFIX BF:ITF

8FC10 RNUMBR 8FD.0 BLANK 000 DIGMB 8FE00

8FF00 I 90000 TEMP 902.0 SWITCH 903.0 NN

9050 CNTR 0.0 SAVE 90600 ZERO 908.0 SKIP

90A00 STOP 0.0 NREPS 90800 Ji< 90C.0 II

90E00 J 90F40 LL 91000 JJ 91100 BPI

91300 NIY 914.0 X 000 NPLACE 91500 NP

917.0 NL 918.0 TWORD 91As0 Ni 91B.0 N2

91.0 STEP 91E00 SUM 91F00 ISUB 92000 SHIFT

92200 NP1 923.0 NNNN 92400 L 92500 NTETAL

92700 NL2 928.0 IBUB1 929'0 ISUB2 92A.0 XX

92C.0 M

9

9



1[
a

92D00
901,0
198000

f

I/BLOCK1 /

04/0

/BLOCK2 /

000

I/BLOCK3 /

0.0

BCD 93760
T 95260
INTVL 9AC00

ALLOCATION 6979

nPLIsT
LIt.'IT

JOINT

WORDS

93(....o

95400
A74o0

DcwLy?D 94400 CP
R 95E00 RODE 9

WORD

TEXT 465090 NTEXT 465100 LINK

ALLOCATION 3EA WORDS

BUFFER 3E800 NE 3E900 NIX

ALLOCATION IA7 WORDS

EASE 300 B 7BoO FT

PROGRAM END

************c.********g*4t*********t****************************4

FTEIC SOPROGRAM CONVERTS REAL OR INTCGFR NUMBER INT&

ALPHANUMERIC EQUIVALENT0

****************4************1*****************a***041********
SUBROUTINE FTOC(FoKEIGE)
INTEGER C
REAL KODF:;IPNT,HINUS
DIMENSION KODE(I1)6RAD(6)4;BCD(10)
DATA RAD/100000a10009P1000t100,16/
DATA BCD/10','1'ilf2IsI31,141,0151:1614,
DATA IPNT,MINUS/191,10t/
Snit
IF ( F 6LT0 06 ) Sn010
FcF*S
IF ( F 0GT0 .00001 ) GO TO 50
DO 40 lut,11

40 ::8DE(1).ancr)(1)
KODE(6)2IPNT
RETURN

50 KODE(6)cIPNT
IFcF
TtIF
R=FwT
CcO
De too In1.i2
DO 200 J,1.15

TtFLOAT(IF)/RAD(J)

KODE(C)rI7

171,1



IF.I(Tv.V.ODE(C)) RAD(J).!.05
200 CONTME

1FrN41000000
100 C5NTINUE

DO 300 Iv1.011
DO 300 j=1,o10
Fjz..1,31

IF ( KODE(I)4E0arj) KODE(I)uBCD(J)
300 CONTINUE

IF ( S 0E00 1 ) GO TO 500
DO 400 1=1.05
IF ( (ODE(I) 0NEo BCD(1) ) TO 450

400 ceNTINuc
Ivo

460 KepE(1.1)=MINus
500 RETURN

END

SUBPROGRAMS

BF:FTI BF:ITF FLOAT BF:SS BF:SR

PROGRAM ALLOCATION

E600 FTOC E700
EA40 I EB00
EF00 0 F000

000 KODE

PROGRAM END

F200

IPNT E8c#0
E9°°IF EC00 I ED00

IT F100 Fj

RAD F700 BCD

BLOCK DATA
INTEGER BASEPREELSPTSAVE
COMMON /BLOCK3/ BASE(3),B(120),FT(20,15)
COMMON /BLOC1:4/ REELS(4);NREELS,LTAPE(430),Tr:AW:ASAVEJITAPE(4)
DATA B(1),B(P),B(3)(4),E3t5),8(6),B(7)/6;8),B(9),B(10)
11011s/021A/03°.91041;1051,105/,'071,'08°,1091.0101/
DATA B(11)PB(12)43(13),B(14)J3(15),B(16))5(17),B(18)4(19)(20)

/

1111 1;°121/113°.014')1151,1161.0171.0131.119',120//
DATA B(21)PB(22)18(23),,B(24);B(23),B(26).73(27).,3(2n)43(29)A(30)

/

11211,I2214123:1241.0251,'261,'271,1231,1291.07:01/
DATA B(.21),B(32).$3(33),B(34),B(33).,3(36),5(37),B(33)0(.01)33(40)

/

11311.0121,/331,131,110350o1361J137/A133°,13)1s°401/
DATA B(41)0B(42)413(43).8(44)!3(45)DB(46))5(47)13(4E)23(49W3(50)

/

11411,1421,°431,140.0451,146',147043 ,1491J".501/
DATA 0(51)03(52);D(53).03(5.1(5)P8fS5).95(57)/2f53)(159)?n(60) /

1151/s/52',1531154'Jlii5';136')1371,";31.91/1:7,0t/
DATA B(61).7B(62),S(53).60:34),93(65).,B(67),-3(63)(69)In(70)
1161'.°62';'63',1641.,'831,066',16713'$7691,1701/
DAYA 6(71)aB(72),15(73).+B(74);8(73),B(76).19(77).03(73)43(79)(30) /

1'711,1721,073!,1741.0751,176',1771,173'.91791,1801/
DATA B(81),B(ii2)$B(83)pB(84)s3(85),B(36),Df37)sSir-.2);BU.4))/P)(90)

/

11811,1821o1831,851,1861),S711ft4?,),1,,t901/



DATA
11911o192',15)31..194'.095$/'96Ip°971/193°)1991,'1001/
DATA D(101),[3(102)PB(10:3)JM1.04),B(105),B(106),Bt107),D(103),

1 B(109).oB(110)
211011,11021.1'1031,011041,01105',11061,'1071/1103°,1109',11t01/
DATA 5(111),B(112)PD(113),B(114)ob(115),B(116)3(117).00(113),

1 1(119))0(120)
201111,0112/,'1131,'114111115",'116'01117','118'd'119'''1201/
DATA REELS/1,2p3p4/
END

SUBPRU6RAMS

ulsx

PReGRAM ALLOCATION

/BLOCK3 / ALLEGATION 1A7 wens

010 BASE 3.0 71300 FT

/1LOCK4 / ALLEGATION 1CD wenn

0o0 REELS 4.0 NREELS 500 4TAPE 1C7o0 T9AVE

1C9o0 :TAPE

PROGRAM END

******************************4**4******4;4**4***o******,4.**44****

TCHECK SUBPROGRAM LOADS CONTPO'S CF APPRDPR!ATE TAPE INTO'

CORE DURING EXECUTION Orn" EACH ITEM FORMo

****r.****4!********4*.x*******4******.r-tf**Ir.44****e4.?*****
SUBREWTIIE TCHEMN)
REAL*3 Ti.XT
INTEGER REELs,TsAVE
commeN /60c1,:1/ nx.7(9000)ANT;47NK(460,10,2)
COMMON /DLOV14/ RrELS(4),NEELS..LTAP:(4:j0),TSAVE,NSAVEJITI.PE(4)
NSAVENN
IF ( LTAPE(N) 0Elo TSAVE ) GO TO 100
TSAVE:LTAPE(N)
REWIND TSAVE
READ (TSAVE) NT;(1E:.(T(I),I=1,NT)

100 RETURN
END



SUDPRjGRAM,

PFIST Br:s2

PROGRAM ALLocATIeN

4Ae0 TCHECK 0.0

/aLocio. / ALLOCATION 6979 WORDS

BF:D!

41300

0°C TEXT 465000 NT 4651.0

/BLOCK4 / ALLOCATION ICD WORDS

0°0 REELS 400 NREELS 500
IC900 ITAPE

PROGRAM END

1
5

20

30
40

BF:sr

LINK

BF:SS BF1SR.

LTAPE . 1C740 TSAVE.

*****d***********.0*********40********4*******************4********

CTeF SL,PROGRAM CONVC.RTS AN ALPHANUMERIC NUMBER INTO.A PEAL
AND INTEGER EQUIVALFNTo

* ****************4%********C.*******************.t4*****0144*M04**
SUBROUTINE CTOF(WORD,FAN)
REALt8 Wan
REAL mlNusolPNT
DIMENSION R(17)0CD(10)pDCW8RD(8)
DATA MINUSAIPNT,BLAW</1.1a10/,' 1/
DATA BCD/101,111o121,131,141,15101610171,/81,19//
DATA R/10C00000.p1000000Q,1000000,100000,1000,i1C00010oiloloop
1,1,,01,o001:00001,000001,0000001,60000001,0800000001/
CALL DCOMPZ(1kWeRDADCWORD)
FMINUSclo
IF ( DCW.)P0(1) 0\1E0 MINUS ) GO TO 15
FMINU3=..10
DCWORD(1)0BCD(1)
NPrO
DO 20 I21t6
IF ( DCWEM(!) oNEe 1PNT ) GO Te 20
NP=I
GO TO 50
CONTINUE
DO 30 !=108
4c8c1I+1
IF C DCWORD(4) INEo BLANK ) GO TO.40
NPmNP-1,1
NP;89NP4-1



50 DO 56 I=1.01
IF ( VCW5RD(I) 9F.Ca BLAN ) DCWORD(I)vBCD(1)

55 CONTINUE
60 DO 70 1=108

DO 70 J:1110
IF ( DCWORD(I) tr09 BCD(J) ) DCWORD(I)nJql

70 CONTINUE

N2:N1+7
DCWORD(NP)u0
F=09
Ju0
DO 80 I=N1AN2
Jc1J+1

80 FcF4DCW3RD(J)*R(!)
FcF*FMINUS
NmF
RETURN
END

SUBPROGRAMS

DCemPZ

PROGRAM

I, Eat°
EC.0
F1.0

F290

BF:1TF BF:FT! BF:SS

ALLOCATIEIN

CTOF
FmlNus
N2

PROGRAM END

E90
ED.()

090

10390

647 SuBoROGRAM
DOUBLEWORN

MINUS
NP

BCD

EA.()

EEO
0.0

BF:SR

IPNT Ego0
EF90

10Do0 DCW3RD

LOADS ALPHANOERIC BLANKS INTO OYTES 4,97 0F

0
r

*****0**************m****************r.m*****************4*
SUBROUTINE 347(W)RD)
RCAL*A WORD
DATA BLANK/1 I/
CALL D2S(WORD,W1,W2)
DO 100 1=1,4
JzIP1

100 CALL PKONE(BLAN1(a0,fU20J)
CALL 051. (W191012,Wa`D)
RETURN
END

SUSPROGRe'

D2S PKONE DBI 6F;SR



rROGRAm ALLOCATION

pC.0 B47 3D00 BLANK 000 WORD 3E00 Wi

roco I 4100

TROGRAM END

************0*****4;************************0************n*******0*

DCOMPZ SUBPROGRAM .- PERFORMS DEcomPosITIBN OF DOUBLEWORD

INTO 8 BYTES.

******** *****4**tt************/ ******4******0 IT-************014*******
SUBROUTINr DCOMPZ(N,WORD,DCWORD)
REAL*8 WORD
DIMENSION DCWORD(8)
DATA BLANK/I I/

DO 10 I 1,8
10 DCWORD(I)o5LANR

CALL D2S(WORDW1AW2)
De 100 I= 1,4
J=I01

100 CALL PONE(W1:J,DCUORD(I).00)
D.0 200 1=508
j:/1.5

200 CALL PKONE(W2,J,DCWOPD(I))0)
RETURN
END

SUBPROGRAMS

023 PKONE BF:SS B7.7!SR

PROGRAM ALLOCATION

66.0 DCOMPz. 6790 BLANK 6800
6A.0 W2 6E300 000

0a0 DCWORD

PRoGRAM END

0*0 WORD 6.

.1*****4********0;:*4k************4*******4********4**********

COMPZ SUSPRE:GRAM -- COMPOSES FIRST BYTE OV 8 GINGLEWORD3 INTO

ONE DoU5LEW5RD.



77-'r

*******,6*****tfP****JJ*4***************.q*******************1%**4
SUBROUTINE Cf3!4IPZ(N0WURD;nUT)
REAL *8 OUT
0IMENSI0N WORD(10)
DO 100 !PI/4
Jr1-1

100 CALL PKONE(WORD(!),04641,J)
DO 200 1=508
JuIPS

200 CALL PKONE(WORD(I);CpW2;J)
CALL DDL(W14,W2sOUT)
RETURN
END

suEFROGRAMS

PKONE DBL BFISS BF1SR

PROGRAM ALLOCATION

58 COMPZ 590
000 OUT 000

000 WaRD

PROGRAM END

SA.0 lj 5B00 Wl C:

* PACK AND UNPACK ROUTINE
DEP PRONE

00000000 LR EOU 13

00000001 A EOU 1

00000002 B EOU c

00000003 AC EOU 3

00000001'1 NA EOU 4

00000005 NB EOU 5

00000005 NREGS EOU 5

00 02200050 A PKONE LCI NU:GS

01 bB100000 A PSMA1 *0

02 20D00001 A A/;LR /

03 3210000D A LW:A *LR

04 20D00001 A AItLR 1

005 B2400000 A LWaNA *LR

406 B2400004 A LW;NA *NA

007 20000001 A AloLk 1

03 5220000D A LW;B *LR

p09 20000001 A AI,LR 1

p0A Ei2500000 A LW;NO *LR

pos B2Z00005 A LWOD *ND

OC F2330001 A LB;AC *A/NA

pOD F52A0002 A STB,AC *BoN5

COE 02200050 A LC! NREGS

0 8,84100000 A PLM;1 *0

1010 20000001 A AIALR 1

11 ESOCOOOD A B 41LR

7121-



END

CT1ONARY
00000001
000010003
00000002
0000000D
00000004
00000005
00000005
00000

DOUBLE TO SINGLE wens RDUTINE
DEF D2S

00000000 LR ,EOU 13

00000002 c Eou 2

00000003 D EOU 3

00000004 E ECU 4

00000004 NREGS ECU 4

00000 02200040 A D2S LCI NREGS

00001 88100000 A PSMP1 *0

00002 20000001 A AI,LR 1

40003 B240000D A 4W, E *LR

00004 12280000 A LD,C 0:E

00005 20000001 A AI$LR 1

00006 B2400000 A LWpE *LR

00007 85200004 A STW;C *E

00003 20000001 A A1,1,R 1

00009 B240000D A LW0E *LR

0000A B5300004 A STW,D *E

0000B 02200040 A LCI NREGS

0000C iltA100000 A PLM:1 *0

00000 20D00001 A AIAJI 1

0000E E800000D A B *LR
END

ICTIONARY
00000002
00000003
00000
00000004
00300000
00000004

*

00000000 LR
00000002 A

00000003 B

00000004 C

00000004 NREGS
00000 02200040 A DBL
00001 8B100000 A

00002 20000001 A

00003 B2200000 A

00004 B2200002 A

00003 20000001 A

00005 62300000 A

00007 B2300003 A

00003 20D00001 A

SINGLE TB DOUBLEWORD ROUTINE

DU DEL
ECU 13
LOU 2

ECU 3

EOU 4

EOU 4

LC/ NREGS
PSMA1 *0

A!,LR 1

LWJA *LR
LW,A c'A

AI,LR
i

4W/3 *LR
1.04,8 tql

AIrLR 1
irs110.4.



0009
000A
0003
000C
000D
000E

7{typr nrs ry,r, n

0240000D A LW,C *0
15230000 A STD,A 00C
02200040 A Lc! NREGS
8A100000 A PLMA. *0
20D00001 A AI,LR

/
E800000D A B *LR

END
CTIONARY

00000002
00000003
00000004
00000
0000000
00000004

ocw.1104/.000...5410e0.00009.05410..09000(1159.0000.00.p090009094)00.01

SUBROUTINE RANDU

PURPOSE
COMPUTES UNIFORMLY DISTRIBUTED RANDOM REAL NUMBERS BETWEEN
0 AND 1.0 AND RANDOM INTEGERS BETWEEN ZERO AND
2**310 EACH ENTRY USES AS INPUT AN INTEGER RANT3M NUW2ER
AND PRODUCES A NEW INTEGER AND REAL RANDOM NUMBER,

USAGE
CALL RANDU(IX,1Y,YFL)

DESCRIPTION OF PAF.UMETERS
Ix c FaR THE FIRST ENTRY THIS MUST CONTAIN ANy ODD INTEGER

NUMBER WITH NINE OR LESS DIGITS. AFTER THE FINST ENTRYr
IX SHOULD nE TM,: PREVIOUS VALUE OF TY cemPuTED BY THIS
SUBROUTINE.

IY -f A RESULTANT INT,ZGER RANDOM NUMBER REQUIRED FOrl THE NEXI
ENTRY Te THIS cu3RouTINE0 THE RANGE OF THIS NUMBER IS
BETWEEN ZERO AND 2031

YFter. THE RESULTANT UNIFORMLY DISTRIBUTED) FLOATING POINT,
RANDOM NUMBER IN THE RANGE 0 TO 100

REMARKS
THIS SUBROUTINE IS SPECIFIC TO SYSTEM/360
THIS SUnDUTINE WILL PRODUCE 24'*29 TERMS
BEFBRE REPEATING

SUBROUTINES AND FUNCTION SUBPROGRAMS REQUIRED
NONE

METHOD
POWER RESIDUE METH9D DISCUSSED IN IBM mANUAL C20-8011,
RANDOM NUMBER GENERATION AND TESTING

0906.0.4peo0ect0ec500.0000.00.00000c000090,00000000000.02090009Q0eq<

SUBROUTINE RANDU(IX,IY,YFL)
IY=IY*65539
IF(IY)15,6,6

5 IYY+21474S3647+1
6 YFL2IY

YFL°eFL4't4656613E.3
73,_



RETH"N
END

SUBPPeGNAms

br:ITF EIF:sS BF:SR

PR3GRAM AULeCATIoN

ic) 0t_c RANDU 000

PRGRAM END

(MAP)

EIF:DDIR
DF:DDF)R
EF:eHFO

0 0 M:C
6 0 M:OC
C 0 M:LO
2 0 11:LL

8 o r:Do
c o m:Po

0 M:BC
A 0 MI
0 0 ri:si

t 0 r:BI
o 0 LW4Es7 LOC
2 0 ELOC1

0 M:LDRST
8C 0 PLcCK2
4 0 BLOCK3
E 0 BL6CK4
0 0 mAKTXT
A 0 PRINTO
) 0 TrSTS
A 0 RNU;1PR

0 FTDC
k 0 TCHECK

0 CTOF
AO 0 E347

1 0 DCOMPZ
0 0 U.!IPZ

0 FNE
9A 0 D2S

0 DeL
8 0 RANDU

00 0 EF:P/N
er:TRP

A 0 Er.TRC
4C 0 IFIX
0 0 FLCAT
1 0 FLOATr

0 EF:SPJ

IY 040 IX 000

-124-
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APPENDIX G



SC.U::-SHUEmA Cem;DuTE AiD7D ITEM sw.,-)tiNG rR Ac!),IENEr:NT TE

No°

ft

1.

GIVEN THE FOLtOWING sETS wHERE U u A CuP B CUP C CUP Dg

A g (PAML:LA SUSAN ALICE JANE SALLY)

0 e (SUSAN PAMELA ALICE BEIH (AfE)

C e (ANN BETH KATE MARY)

D m (SALLY 1:ATE MARY SUSAN'AN%)

LIST THE EL:"ENTS IN 'WE FOLLOwING SET wkER7 CA0 MEAN, SET INTERSECTION,

CUP MEANS SET HNION AND ANOT mrANS AIL ELEM'ENTS NOT IN SET Ao

A CAP (BNOT CUP (CNOT CAP 0))

NO* 2

GIVEN THE FOLLOWING SETS WHERE U !! A CUP 8 CUP C CUP Dg

A g (W/W IS AN INTEGER, I oLEo W oLEo 7

g (X/X IS AN INTEGER, 2 oLE* X eLEo 8 1

C (Y/Y IS AN INTEGER, 2 oLEo V LED 7 )

D u (Z/Z IS AN INTEGER, 4 L;:* Z 0LEo 10 )

NVE THAT 0LE0 VEANS LESS OR ECUAL TO0 LIST Tk:t7. ELF1MENTS IN THE FOLLOWING

SET WHEU CArl MEANS SET INTERSECTIeN, CUP MEANS SET UNIeN AND ANDT

MEANS ALL ELNTS N3T IN SET A*

A CAP (8 CUP C CUP 0)

NO* 3

A VAJRVEY OF 493 STUDNTS TAKING 5NE OR 11PE CeunsEs IN AL(37ER.A, PHYSICS

OR STATISTICS R2V1AL:D THAT THE reLLOWINI NUfr"qr:RS OF; STUDENTS W7R:

TAKIN3 THE IW.DICATZD riUDJ:CTS0 NOTE THAT THE DATA GIVEN INCLUDES qrilE

TOTAL NUnER &F STUD,7NTS WHD Ar TAI<IN'.3 THE INDICATE0 COURSE OR C3M8INATI3N

CF COURSES RECARDLES r WHAT eTkti:P. COURS THEY MAY EIT-: TAKIN2.,

ALCEERA 120

ALGEBRA AND STATISTICS 66

PHYSICS 113

ALGEBQA AND PHYSIC53 6 !:? -126-



SMISTICS ilE

PHYSICS AND STATISTICS 72

ALGEBRA, PHYSICS AND STATISTICS 42

COMPUlE THE NUMBER or STUDENTS WHO ARE TAKING EITHER PHYSICS OR sIATISTICS

BUT NUT ALGEBRA()

NOo 4

PROVE THAT THE LEFT SIDE IS EOUAL T5 THE RIGHT SIDE IN THE
SET EXITESSICN WHERE CAP MEANS SET INTERnECTION; CUP MEA!':2

AND ANOT MEANS ALL ELEMENTS NOT IN SET At

(A CAP B) CUP (B CAP C) = (B CuP C) CAP A

Nee 5

GIVEN THE FOLLOWING SETS,

A:, (ANN BETH KATE MARY)

Bri (HENRY WILLIAM RICHARD SAM)

LIST THE ELEMENTS IN THE SET PRODUCT A*,

N30 6

GIVEN THF FOLLOWING SETS,

An (SALLY KATE MARY SUSAN ANN)

Bn (JAMES RICHARD HENRY THOMAS)

GRAPH THE ELEMENTS IN THE SET PRODUCT AXBe

Nee 7

dIVEN THE FOLLOWING SETS,

A (X / X IS AN INTEGER; 4 cLE9

B (Y / Y IS AN !NTEGERa 2

X aLE0 9 )

eLEo V LE0 6 )

WHERE 0LEG mEANS LESS THAN OR EQUAL TOp
PRODUC7 Ax2,0

-127-

F)LLowING
S.C.T UNICN

THE ELEMENTS IN THE SET



NOQ 8

GIVEN THE FOLLOWING SETSo

A ts (X / IS AN INTEGER, 4 oLEo X ALE& C )

B (V / Y IS AN INTLGER$ 4 9LE* Y oLE0 8 )

WHERE pLE0 MUANS LESS THAN OR EQUAL Teo GRAPH THE SET

NO0 9

GIVEN THE FOLLOWING SETSa

Am (ANN 5ETH KATE MARY)

(0OHN ROBERT PENRY STEVE)

CONSID%RING THE SET PR3DUCT AXB LIST THE
10TH NAMES END WITH THE SAME LETTER'

NO* 10

PR8DUCTe

PLEM47.NTS IN THE RELAT1UN;

GIVEN THE FOLLOWING SETSc

A 0- (X / X IS AN INTEGER; 2 cLE0 X !oLE0 11 )

B (Y / Y IS AN !NTEGER I cLE V IDLEs 11 )

WW-RE cLEt MEANS LESS THAN OR EQUAL T6e LIST THE ELENENTS

3y u 2x

NG* 11

GIVEN THE FOLLOWING SETSo

A F (X / X IS AN INTEGER; 8 0LE* X 9LE0 1R )

B (Y / V IS AN INTEGER; 4 LE0 V LE0 13 )

IN THE RFLATINp

WHFRE oLEo M7ANS LESS THAN OR EOUAL T5o GRAPH THE ELEMENTS IN TH: ELATIEIN,

2X F Y 0 10

NOe 12

] GIVEN THE FOLLOWING SETS*

128



)

A (X / X IS AN INTrcp 7 ,LE0 X oLEo 17 )

/ V S AN INTEGEQ 3 LE V LF... 17 )

WHERE 0LE0 M7ANS LESS THAN 6R EVAL TO1 AND GIVEN TH: FUNC-ION, Y a

X 2 LIST THE ELEMENTS IN THE RANGE eF THE RELATIoN

NO0 13

GIVEN THE FOLLOWING CETSo

A (PPIELA ALICE JANE KATE)

El I; ()EVE RODER)? PAUL RICIURD THOMAS)

CONSIDER THE SET PReNCT AXB AND THE RELATION,9 'BOTH NAMrS WA/F. THE.

SAME INITIAL' LIST THF ELEMENTS IN THE D:??'"\IN OF THE RELATION

CHARACTERIZE Et,CH EF THE FOLLOWING RELATIONS AS A FUNCTION EIR WNFJNCTIaN

AND EXPLAIN WHY'

10 2XoPo2 4 uPL2 v 0 WHERE X AND Y ARE INTEGERS AND X;532 XEANS X

SO=EDo

2, )4 4. 2Y 3 WHERE X AND V ARE INTEGERS2

30 YoP02 2X WHERE X AND Y ARr INTEGERS AND Y0P,12 MEANS Y SQUAriEpt

NO0 15

GIVEN THE FOLLOWING FUNCTION F(x)

WHER X AND Y ARE INTEGERso IF X /E,3

F(X) VALUE.

NO0 16

Ayn C WHERE Anl, 622, AND C=3
EQUAL TO 2 UMPUTE THE CORRESP8NDING

CHARACTERIZE EACH OF TPE FOLLOWING FUNC7I5NS AS EITHER CONTINUCUS OR

DISCONTINUOLIS AND EXPLAIN WHYS

F(X) XoPe3 P 2X011.2 3 WHEW' X IS A REAL NUMBER AND ;w7;03 MEANS

X COED.

XoPoR 4 3 WIERE X IS ANY REAL NUMBER AND Xtr1,2 MEANS X SOUAFCD0

2X/(1 XsPo2) WHERE X IS A REAL NU-f:PR AND XoPo2 MEANS

-12g-



NOp 17

SUP1-:. THAT A PAIR OF STANDARD DIE ARE TOSSED0 LIST ALL ELEMENTS IN

'THE SAMPLE SPACE0

NO° 18

SUPP3SE THAT A WHITE DIE AND A BLACK DIE ARE TOSSED0 COMPUTE THE NUM3ER

OF ELEMENfF.; IN THE SOIPLE SPACE!

NOP 19

SUPPOSE THAT TWO COINS ARE T8SSED9 LIST ALL POSSIBLE fAJTCOMES IN WHICH

AT Li:.AST ONE COIN IS A TAIL

NOv FO

supperE THAT nNE CARD IS RANDOmLy SELECTED FFrP THE FIVE H7ART FACE

CAnn (TEN JACK nUr:EIN AND ACE oF HEARTS) AND A SECC)Nt) CA7ZD IS SEL7CTED

FRati THE FIVE SPADE PACE CARDSv COMPUTE THE NUnER OUTCOM2S THAT

CONTAIN AT LEAST ONE KING

Nee 21

SUPPOSE THAT 2 DICE ARE TOSSED ONP,-- TIMED LIST ALL OUTCO c:7 'm%.1 Lo

THE SUM OF THE SPOTS IS 12

NO0 22

SUPPOSE THAT A COIN IS TOSSED 3 TIMrSt COMPUTC. THE NUHBE F 8UyC3MEs

THAT CONTAIN AT LEAST TWO HEADS

Nee

SUPP3SE THAT ONE CARD IS DEALT FROM TH7 FIVE FACr CARDS IN DIAMONDS

(Vc'N JACK CliF_EN KING AND ACE O DIANDS)o CLIPUTE THr PR3BA3ILITY

THAT THE CArU) IS A ot,1EN eR BETTER0

. .
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f"))1

SuPPCF. TI-AT A PAIP. r STANDA;:p DIE ;\F<E T;ISSEDe CeMPUTE THE PROBABILITY

4rHAT TH'c: NUR OF SPDTS IS LESh THAN 8

NOo

SUPPOE THAT 3 DICr:: ARE TeSSED eNa" TIVE0 CeMPUTE THE PROBABILITY THAT

THE NUM.R OF EWOTS TWINED UP IS EXACTLY 12

NO0
no,

GIVEN THE FOLLOWNG FREQUENCY DISTRFIUTIONv

16-1S 1

13013 7
18

07-09 16
04-06 7

0I-03 1

Ao comruTE THE MINTINT (V THE SECOND INTERVAL PR3M THE TOPo

Be CVMPUTE THE UPP:7R AND LDWER

THE BOTTOMo

r;:tA.. LIMITS eF THE TH IRD INTERVAL FQFd

to IDENTIFY THE APPARENT LIMITS OF THE sEceIND INTERVAL FROM THE TePe

Nao 27

DRAW A FREOUENCY PDLYGON FOR THE FeLLnING DISTRIBUTION'

11012 4

0910 P2
07P03
05-06 48

03-04 Rt.

01F-02 4

NOo 23

GROUP THE FOLLOWING DATA USING INTERVALS FiF WIDTH 2 AND CONSTRUCT A

FREQUENCY POLYGON;

5 4 5 5



N80 e9

3 4 6 4 7 7
7 6 7 7 a 1,

1 7 1;, 6 6 ;")

8 2725E3B

DRAW A HISyOGRAM FOR THE FOLLFMING DISTRiBUTIONe

16u17 2

14915
1213 23
10'ql 32

034.09 23
06907
01:406

NUe

Goo THE FoLowING DATA USING INTERVALS OF WIDTH 2 AND CONSTRUCT A

HISTOGRAMe

NUe 31

5 7 7 3 9 3
7 1 5 2 8 4

1 9 7 5 5 1

4 2 2 3 5 4
4 2 2 8 7 4

7 9 2 3 9 1

6RAPH THE CUMULATIVE 7'REQUENCY DISTRIBUTrYN FROM THE FOLLOWING DISTRIBUTIeN0

NO° 32

09v10 3

07.'03 12
05q0S 20

12

01r02 0
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GROQP THE FOLLOwING OATA USING
FRECUZNCY DISTRIDUTInc

5 6 5 6 3 7

7 6 4 6 5 2

6 2 8 3 5 9

1 7 9 5 5 A

6 6 2 9 3 7

NO0 23

INTERVALS WIDTH 2 AND GRAPH THE CU'ULATIVE

A TRAY OF FRUIT CONTAINS 5 ORANGESP 7 APpLES AND 22 BANANAS suppe!-;c.

THAT ENE PIECE OF FRUIT IS RANDOMLY SELECTED FNV THE '1AY0 WHAT IS

THE PROBABILITY THAT TH PIECE OF FRUIT IS AN CRANGE DR BANANA;

NO0 n4

CONVPRT THE POLLOWINfl FREQUENCY DISTIBUTICN INTe A RELATIVw FREOUENCY

DISTRIBUTIDNo

11e12 4

0.9v10 22
0743 50
05-06 43

22
002 4

NO*. 35

DRAW A H1MGRAM FOR THE FaLLOING RELATIVE FRC.=ENCY DISTRIBUTION;

NIP 36

1k.'16
liu13
03L,10
0507
02904

.05

.25
v39
025
.05

on A FREQUENCY POLYGON FOR THE FOLLOWING RELATIVE FREQUENCY DITRIBUTrN



41100 37

20-22 02
17..19 009
14.'16 on
11,42 030

o23
0547 009

o02

IT 10 HYPOTHESIZED THAI A CERTr,IN RAT HAS A .10 PR33ARILITY (F TAKING
THE LEFT WO ALLEYS A 023 PnOBAr3ILITY CP TAO:ING THE CZNTEQ I,LLrY AND
A 05Q PROBABILITY OF TAKING THE RIGHT HAND ALLEY IN A MAZES SUPP8SF'
THAT THE RAY IS GIVEN ONE_ TRIALQ Cd;PUTE THE PRORABILITY THAT THE RAT
TAKES EITHER THE LEFT HAND BR THE CENTER ALLEYo

Nes 38

GIVEN THE FOLLOWING DENSITY FUNCTION FM c X/8 WHERE X IS R;7.STRICTED

TO VALUES t3ETWEEN 0 AND 4o COMPUTE THE PReBAIL.ITY DENSITY OF 1

Nee 39

GRAPH THE WC.NSITY FUNCTIaN FIX) m 2(4 4. x)/9 1.WERE X IS RESTRICTED

TO VALUES BENEEN P4 AND 1,

NOs 40

GIVEN THr FOLLOWING DENSITY FUNCTISN F(X) r (X co 2)/3 WHERE X IS RESTRICTED

TO VALUES BETWEEN 2 AND 6o IF ONE NO!:!JER IS SELECTED FROM THIS DISTRIDUTIQN

;
CeiPuTE THE PROBABILITY THAT THE NUMBER IS AT riaST 2$5

i

NO0 41

A TKEE ITM TEST WAS GIVEN TO 225 STUDENTS WITH THE FOLLOWING RESULTSo
NOTE THAT THE DATA INCLUDES THE TrAL NUM3R OF STUDENTS WHO PASSED
THE ITEM OR CenINATIeN OF ITEMS REGARDLESS OF WHAT OTHER ITEn THEY

MAY HhVE PASSED ;r1 FAILEDo

127 PASSED ITEM A

9 :DASSED ITEM B

140 PASSED ITEM C

1



71 rAE-:D ntiTH ITEMS A AND B

71 PASSED UITH ITEMS A AND C

67 PASSED B91H ITEMS B AND C

36 PASSED A AND C BUT RAILED B

JE ONE STUDENT IS RANDOMLY SELECTED FROM THIS roPULATIONp COMPUTE THE
ROBABILITY THAT TkE STUDENT FAILED A AND C BUT PASSED Ba

Me 42

GIVEN THE FOLLOWING SETS WHERE U m A CUP B CUP C CUP DO

A (SALLY KATE PARY SUSAN ANN)

B (ALICE %JANE PAMELA MARY SALLY)

C ( ANN SALLY ALICE JANE BETH)

D e (ALICE )ANE PAMELA MARY SALLY)

AF ONE ELEMENT IS RANDOMLY SELECTED FROM U COMAJTc THE PROBABILITY
liTHAT THE SAMPLED ELEMENT IS A MEMBER OF EITHER A aR B

=NOG 43

GIVEN THE FOLLOWING SETS WHERE U = A CUP B CUP Co

A 24 (x/x IS AN INTEGER; 4 ,LE9 X eLE9 12 )

B t ovy IS AN INTEGER, 7 oLEY 0LEff 19 )

C r (Z/Z IS AN INTEGER, 24 9LE; Z oLE2 34 )

AF ONE ELEMENT IS RANDOMLY SELFCTED FROM U CDMPUTE THE PROBABILITY
iTHAT THE SAMPLED ELEMENT IS FROM BOTH A AND B

'NOQ 44

!GIVEN THE FO LOWING HYPOTHETICAL FREOUENCY D;STRIBUTIONs

099;10 5
07..OS 25
05rO6 40

nrci
0102 5

07 ONE NUM3ER IS RANDOMLy SELrCTED FRam THIS DISTRI3uTtoN0 AND THE
NUMBER IS BETWEEN 5 AND 10 CdMPOTE THE PROFJ'ATILITY THAT THE NUMER
IS AT meFT a
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45

kiEN THE FOLLOWING HYPOTHETICAL PROr3ASILITY DISTR/BUT/3N0

1/012 003

09w10 .15
071.08 o30
06v06 .32
004 .15
0102 .03

IF ONE NUMBER IS RANDOMLY SELECTED FM THIS D/STRIBUTION, AND THE
umaER IS AT MOST 6 COMPUTE THE PROBABILITY THAT THE NUMBER IS BETWEEN

AND 4

GIVEN THE FeLLOWING HYPOTHETICAL jOINT DISTRM<UTION.

09t'10 o 2 4 a o

07-08 2 14 23 14 2

05P06 4 23 4U 23 4

03.04 2 14 23 14 2

01P02. 0 2 4 2 0

01,,OP 004 C5406 07.-08 09P10

:WHERE X IS THE VARIAF3LE ALONG THE ABSCISSA AND Y IS THE VARIABLE ALONG

THE (iRD/NATE. IF ONE PAIR OF NUMBERS IS RANDOMLY SELEC17=D FReM THIS

ipItiTRIBUTION AND X IS BETWEEN i AND 4 COPUTE THE PRCSA5ILITY THAT
'Y Is AT I...EST*5

a400 47

1G/VEN THE FOLLOWING HYPOTHETICAL JOINT DISTRIBUTION.

09,10 .00 .01 .02 .01 o00

07r'03 .01 .06 .09 006 *01

05401; .02 009 .18 609 .02

02.Y04 .01 .06 .09 .06 .01

01P02 .00 .01 .02 .01 .00

01,42 03004 05.,06 07.10!1 09°10

WHER7:. X IS THE VARIABLE ALONG THE ABSCISSA AND V IS THE VARIABLE ALONG

THE eRDINATE IF ONE PAIR OF NUMBERS (X,Y) IS RANDOMLY SELECTED FRCM

THIS DISTRI5UTI8N AND X IS LESS THAN 9 COMPUTE THE PRO3A3ILITY THAT

Y IS BETWEEN 5 AND 10
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N00 48

1,..7.7,....*"

GIVEN THE rouewINc DRDERED PAIRS (X;Y)e

(3,4) (4;5) (5;6) (607)

(3;3) (6.2) (5P5) (3;6)

(6,3) (5,4) (6,5) (5,6)

(3,5) (4.6) (5,7) (4,6)

IF ONE PAIR IS RANDOMLY SELECTED FROM THIS SAMPLE SPACE AND TH: SAMFLED
X VALUE IS GREATER THEN 4 COMPUTE THE PROBABILITY THAT THE SAM;')LED
y VALUE IS LESS THAN 4

NO0 49

AN URN CONTA/NO 23 WAITE MAR3LES, 1 f:4-7D MARBL7.S AND 55 BLUE MAW:ILES.
SUPPOSE THAT ONE MARBLE IS SELECTE, FRC1M THE WZN AND IT IS EITHER RED
OR BLUE. COMPUTE THE PROBABYLITY THAT THE MARF3LE IS BLUE.

NO0 50

AN URN C8NTAINS 13 PERCENT WHITE BALLS, 33 PERCENT RED BALLS AND 4S
PEQCENT GREEN BALLS() EACH BALL IS RCTLPNPD TO TH"- URN r;c-FORT. THE NEXT
BALL IS DRAWNe SUPPOSE THAT 8NE BALL IS NANDO'ILY SELECTED FRM THE
URN AND THE BALL IS NCT WHITE. CO!to:PUTE THE PROBABILITY THAT THE BALL
IS GREEN.

N00 5/

EXPERIENCE HAS SHOWN THAT ONLY 59 PERCFNT OF THE STUDENTS WHO AR::. ADMITTED
TO A SPECIAL MATHEMATICS COURSE CAN ACTUALLY PASS THE COURSE0 HOWEVER;
RESEOCH HAS SHOWN THAT ONLY 33 PERCENT OF THE ADMITTED STUDENTS CAN
PASS A PLACEMENT TEST BUT THAT 8,7 THOSE STUDENTS WHO PASS THE COURSE
63 CAN PASS THE PLACE'lENT TEST BEFOREHAND. ASSUMING THAT THE PLACFENT
TEST 13 GOING TO BE US'::D FOR SCREENING STUDENTS., corNTE THE PPOBA,BILITY
THAT A STUDENT WILL PASS THE COURSE PROVIDED THAT HE HAS PASSED THE
TEST9

NO0 52

GIVEN THE FOLLOW! NG HYPOTHETICAL JOINT DISTRIBUTION.

14 q.16 0 2 4 2 0



11-13 2 13 21 13

03.,10 4 21 37 21

0E307 2 13 21 1,3

02.-04 0 2 4 2

02PC4 05007 08-10 11.13

2

4

2
0

10.16

HERE X IS THE VASIAnLE ALONG THE ABSCISSA AND Y IS THE VARIABLE ALEING

HE Or-ZDINATE STATE WHETHER OR NOT X AND Y ARE INDEPENDrNT AND EXPLAIN

.4HY OR WHY NOT*

tslOo 53

(
tGIVEN THE FOLLOWING HYPOTHETICAL JOINT DISTRIBUTION.

09..10 *00 001 .02 .01

071.08 .01 o06 .09 .06

05.'06 .02 009 .18 .09

03.404 .01 .06 .09 106

01,42 .00 k01 .02 .01

01002 03.,04 05.406 07.408

.00
001
.02
001
.00

09..10

41HERE X IS THE VARIABLE ALONG THE ABSCISSA AND y IS THE VARIA2LE ALONG

iTHE: ORDINATE STATE WHETHER OR NOT X AND y ARE INDEPENDENT AND EXPLAIN

WHN4 OR WHY NOT0

NO0 54

SUPPOSE THAT ONE CARD IS RANDeMLY SELECTED PROM THE FIVE HEART FACE

CARDS (TEN JACK QUEEN AND ACE OF HEARTS) AND A SEC8ND CARD IS SELECTED

FROM THr FIVE SPADE FACE CARDS. COMPUTE THE TOTAL NUMBER OF DISTINCT
SEQUENCES THAT CAN BE GENERATED BY THIS PROCESS.

NO. 55

SUPPOSE THAT 2 COINS ARE TOSSED ONT TIME. COMPUTE THE TOTAL NUMBER

OF DISTINCT SEQUENCES THAT CAN BE GENERATED BY THIS PROCESS.

NO. 56

A RANCHER IS ASKED Te RANK THE FOLLOWING BREEDs 07 CATTLE IN oRDER

OF PREFERENCE.

(HEREFORD ANGUS CHAROLAIS BRAHMAN)

COMPUTE THE TOTAL NUMF)ER eF RANK ORDERS

PR3CES.
-138-
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NO

IN HOW MANY WAYS CAN THE FOLLOWING GROUP OF PEOPLE BE ARRANGED INTO
JUST 2 SEATSo

(SUSAN PAME_LA ALICE BETH KATE)

NO0 58

SUPPOSE THA,' A 4 ITEM TEST IS TO BE CHOSEN FROM A 8 ITEM P33Le

CUMPUTE THE TeTAL NUM7)ER OF TESTS THAT CAN al:. FORMEDo

NO0 59

SUPPOSE THAT A WHITE DIE AND A BLACK DIE ARE TOSS,TD0 COMPUTE THAT PROBABILITY
THAT EXACTLY ONE DIE TURNS UP THE 4 SPOT

NO0 60

SUPPOSw THAT A STANDRD DIE IS TOSSED 2 TIMES0 COMPUTZ THE FREJBILITY
THAT THE FOUR SPOT TURNS UP EXACTLY TWICE

N66 61

IT IS HYPOTHTSIZED TtAT A CERTAIN RAT HAS A 018 PROBABILITY 07 TA,;iNG
THE LEFT HAND ALLEY.; A 036 PR3BABILITY IV TAKING THE CENTER ALLEY AND

A 045 PROBADILITY OF TAKING THE RIGHT HAND ALLE'Y IN A MAZEo SU;:P9SE
THAT THE NAT IS GIVEN 3 TRIALSo COMPUTE THE PR33ABILITY THAT HE CH90S
THE CENTER ALLEY EXACTLY ONCE'?

NDo 62

A PENCIL BOX CONTAINS 3 RED PENCILS, 4 BLACK PENCILS AND 7 BLUE PENCILS,
SUPPOSE THAT 2 PENCILS ARE RANDOMLY SELECTED FOM THE SOX (IIITH kEPLACEMENT)*
C[VIPU7E THE PROEIABILITY THAT EXACTLY TWO OF THE PENCILS SELECTED ARE
BLUEs

Nag, 61*-3
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GvicNI THE roLLCWING HyPaTHETICAL FREwENCY DIsTiBuTioN.

01)-10 5

40

03.404 25

01-02 5

SUPPOSE THAT 4 NUmBES ARE RANDOMLY SELECTED (WITH REPLACEMENT) FROM

THIS DISTRIEJTION: COMPUTE THE PRC,BABILITY THAT EXACTLY TWO OF THE

NUMBERS ARE GPEATER THAN 6

NOG 64

GIVEN THE FOLLOWING HYPOTHETICAL PROBABILITY DISTRIBUTION,

09-10 005

07.)03 925

OE.06 039
0304 g25

01-02 p05

SUPPOSE TH!,T 3 NUMBERS ARE RANDnMLY SELECTED (WITH REPLAcEMENT) FROm

THIs DISTRIBUTION: CnI\'PUTE THE PROBABILITY THAT N3NE OF THE NUMBERS

IS EITHER A FIVE OR A six

NO* 65

i

AN URN CeNTAIN 19 PERCENT WHITE BALLS 15 PERCENT RED BALLS AN 65

PERCENT GREr.N BALLSc EACH BALL IS RETURNED TO THE URN BEFORE THE NEXT
S A

D

1 BALL IS DR!-N GRA-T THE THEORETICAL DISTRISUTION OF WHITE BALLS IN

1

E
THE 200 SAN3iLES WHERE ONE SAMPLE CONSIST; OF SELECTING THREE BALLS

FRUM TH URN0

NO0 66

GROH THE DISTRIBUTIF)N OF HEADS FOR 1000 TRIALS WHERE ONE TRIAL CONSISTS

OF TOSSING THriEE COINS0

NO* 67

A HAT C(INTAIN3 IE RED VLUS 31 BLACK BALLS AND 5n GREEN BALLS0 GRAPH

THE THEORETICAL DISTRIBUTION EIP' BLACK BALLS IN 2000 SAMPLES WHERE CNE

SAMPLE CONSISTS OF RANDOMLY SELECTING (WITH REPLACEMENT) TWO BALLS
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NOt" 68

SLPPOE;E THAT 2 DICE AE TOSSED ONE TIME; FURTHER suPPasE THAT THIS

IpRaC;7DURE IG REPEATEr) FOR 500 TRIALS0 (.71APH THE THEeRPTICAL DISTRI ulIsN

q)F ME FIVE SPOT OVE;? THE 500 TRIALS('

NOG 69

SUPPOSE THAT ()NE COIN IS TOS:3ED TWICEy COMPUTE THAT PROBABILITY THAT

AT LEAST ONE OF THE COINS IS A TAIL,

NO' 70

SUPPOSE TtqAT 3 C5IN3 ARE TOSSED ONE TIME0 COMPUTE THE PROBABILITY THAT

AT MOST TWO COINS TURN UP HEADS

NO4 71

A RANDaM VARIABLE CAN TAKE VALUES eF zE';i3,wITH ;373DAtin,./Ty c.25 j 6NE

WITH Pr.:3ADILITY e21 AND TWO WITH PRe%AmLITY 0 suPP5sE THAT 3 FiSSERVA7IONS

ARE MADE 0 THE RAND7)!1 VAR! Ar3LE. COMr:UTE THE PAB IL TY THAT AT Lc:AST

2 OF THE MU:ZS OF TkE 1AND31 VARIAntS ARE 7.EqC;S$

NOs 72

A TRAY OF FISH CJ)NTA/NS 5 CCDp 7 HALIBUT AND SALMON0 SUPPOSE THAT

2 FISH ARE r;;AD3:-ILY SELECTED (WITH W:PLACEMENT) FRIM THE TRAYS CDMPUTE

TH PROBASILITY °NAT AT LEAST 1 er THE FisH ARE cepa

NO0 73

GIVEN THE FOLLOWING HYPOTHETICAL FREWENCY D'S7R/BUTION1

0910 5

07E03 25
0506 40

0142 U

St.PPOSE THAT 3 NOBERS ARE PANDOKIY SELECTED (WFN REPLACEMENT) FROM

THIS DISTRIBUYIONo CPPUTE THE rr:DBAnILITY THAT AT LLAST 2 V THE NUMKRS

IS ( ARE) BETWEEN 3 AND 60

't? '41t1



NOo 74

GIVEN THE FOLLOWING HYPOTHETICAL PROBABILITY D/STR3(jTION0

.05
07.03 .25
05n08 039
03.q04 .25

01.2.02 05

SUPPOSE THAT 3 NUMOUS ARE RANDOMLY SELECTED (WITH REPLACEMENT) FR2M

THiS DISTRIBUTION. C9MPUTE THE PROBABILITY THAT AT LEAST .2 OF THE NUMBERS

ARE GREATER THAN 4.

Net 75

A VERY LARGE POPULATION ceNTAINs 12 PERCENT CeLLEGE STUDENTS 23 PERCENT

HIGH SCHOOL GRADUATES AND 65 PERCENT INDIVIDUALS WITHOUT A HIGH SCHOOL

DIPL0NA0 SUPPOSE THAT SO COLLFGE STUDENTS AP RANDOMLY SELFCTED FROM

THIS POPULATION. COMPUTE THE PROBABILITY OF OBTAINING THE F6LLOWING
DISTRIBUTION. 3 COLLEGE GRADUATES) 3 HIGH SCHE5L GRADUATES AND 12 INDIVIDUALS

WITHOUT A HIGH SCHOn DIPLOMA,

N. 76

A PENCIL Beix CONTAINS 4 RED PENCILS., 4 BLACK PENCILS AND 6 BLUE PENCILS.

SUrPOSE THAT 20 PENCILS ARE RANDOMLY SELrCTED (WUN REPLACEVNI) FROM

THIS DISTRUTION. C9MPUTE THE PROBABILITY Fir OSTAINING FOLOWING
DISTR/BUTION. 7 RED0 7 SLACK AND 6 BLUT. PENCILS.

NO. 77

GIVEN THE FOLLOWING PRoSABILITy DISTRIBUTION,

05.4)6 .25
03?04 o50
0102 o25

IF 20 Nummns ARE RANDOMLY SAMPLED (WITH REPLACEMENT) FROM THE ABOVE

DISTRIBUTION., COMPUTE THE prieBABILITY OF OBTAINING THE FOLLOWING DISTRIBUTIONt

05,Y06 5
0304 10
01P02 5
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73

GIVEN YHE FOLLOWING FREQUENCY DISTRI5UTION1

05.06 25
0'344 50

0142 25

IF 15 NUMnERS ARE RANDOMLY SELECTED (WITH REPLACENT) FROM THE ABOVE

DISTRIBUTION, COMPUTC THE PROBABILITY OF OBTAINING THE FOLLOWING DISTRIBUTIONo

05.06 4

7

01.02 4

NO0 79

AN URN CONTAINS 39 PERCENT WHITE BALLSA.16 PERCENT RED BALLS AND 44

PERCENT GRECN 3ALLS0 SUPP3SE THAT 10 BALLS ARE Pi,mpom LY SELF.CTED FROM

THE tANo COMPUTE THE PROBABILITY or OBTAINING THE FOLLOWING DISTRIBUTION

2 WHITE BALLS 3 RED BALLS AND 4 GREEN BALLSQ

NOc 80

A HAT CONTAINS 13 RED BALLS 19 BLACK BALLS AND 67 GREEN BALLS0 SUPPCSE

THAT 20 BALLS ARE RANDOMLY SELECTED (WITWJUT REPLACEMENT) FROM TPIS

DISTRI6UTIN0 C5MPUTE THE PRC1BABILITY OF OBTAINING THE FOLLO'rqNG DISTRIBUTION

7 RED, 9 BLACK AND 4 GREEN BALLS°

NOo 81

GIVEN THE FOLLOWING PROZABILITY DIS1RIBUTION0

0546 o25
01144 150

01f702 o25

IF 10 NUM3ERS ARE RANDOMLY SAMPLED (WITHDUT REPLACEMENT) FROM THE. AIME

DISTRIBUTION, cempuTE THE PROBABILITY OF OBTAINING THE FOLLOWING DiSTRIBUTION

05.'06 2

03PO4 6

0142 2

-143-

44,



NDe 82

GIVEN THE roLLewING FREQUENCY DISTRIBUTION*

0546 31
03,!04 63

31

IF 12 NUMBERS ARE RANDOMLY SELECTED(WITHOUT REPLACEMENT) FROM THE ABOVE

DISTRIBUTION,' COMPUTE THE PROBABILITY OF OFITAINING THE FOLLOWING DIsTRIBuTleYe

05°06 3

03mO4 6

011P02 3

N(d)t) 63

GIVEN THE FOLLOWING TABLE OF 1.1DIGIT NOBERS.

6 2 8 2 7 8 7 6

4 6 7 1 6 6 9 2

6 4 4 8 6 4 4 3

4 6 2 4 3 8 6 2

8 6 2 3 2 5 8

WHERE I DESIGNATES THE ROWS (I FOR THE TOP now).

THE ceLumNs (J 1 FOR THE LEFT MOST COLUMN) OF' THE

SUM X(I.,4) WHERE I RUNS FROM 1 TO 2

NO* 84

GIVEN THE FOLLOWING TABLE OF 1wDIGIT NUMBERS*

2 7 8 9 2 6 1 8

1 6 3 9 4 5 2 6

1 2 3 9 5 6 6 5

6 2 2 7 3 '3 5 3

3 7 2 6 1 3 5 4

AND J DESIGNATES
ABM: TABLEe COMPUTE

WHERE I DESIGNATES THE Rows (t = I FOR THE TOP ROW) AND J DESIGNATES

THE COLUMNS (J 2: 1 FOR THE LEFT MOST COI UMN) OF THE ABOVE TABLEo COMPUTE

SUM X(I,3)X(1;5) WHERE I RUNS FROM 1 T5 2

N0c, 85

GiVEN THE FOLLOWING YA3Lr or 1,'DIGIT NUMBERS*
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4 4 3 5 3 3 8 2

3 4 9 4 6 5 3 9
4 8 2 5 7 8 i.

a 7 ?, 2 9 1+ 7 9

2 S 7 2 2 7 9 6

WHERE I DESIGNAYES THF ROWS (I c I FOR THr 1ecF ROW) AND J DESIGNATES

THE CULUMNS (J r I FriR THE LErT MOST COLUMN) or THE AiVE TABLES COMPUTE

SUM X(IAJ)X(2,71) HERE I RUNS PROM 1 TO 3 AND j RUNS FROM 1 TO 6 AND

I IS ALWAYS LESS THAN J

NOD 86

GIVEN THE FOLLOWING TAB!,E OF 1.9DIGIT NUMBERSo

9 4 1 5 6 5 1 6

7 7 6 8 4 9 9 7

6 7 6 2 7 7 7 7

6 6 9 2 9 9 2 5

2 4 6 7 3 2 3 1

WHERE I DESIGNATES THE Rews (/ s 1 FOR THE TOP ROW)

THE COLUMNS (J 2 1 Ff:)R THE LEFT MOST COLUMN) OF THE

SUM X(Ip1)X(I)2) WHERE I RUNS FROM 1 TO 3

NOD 87

GIVEN THE FOLLOWING TABLE OF 14DIGIT NUMBERSo

4 5 2 2 7 7 8

6 2 3 2 7 4 5 4

5 4 6 3 9 8 8 9

3 4 3 4 6 5 3 3

7 3 6 6 2 5. 4 5

WHF.RE I DESIGNATES THE ROWS (I 1 FOR THE TOP ROW)

THE COLUMNS (J 2 1 F6Q THE LEFT mesT COLUMN) OF THE

SUM (SUM OVER I X(I4J)0P02 WHERE I RUNS FROM 1 TO 2

1107

NOT 83

GIVEN THE FOLLOWING TABLE OF 1vDIGIT NUMB RSo

4 7 4 2 6 2 8

5 3 5 6 6 6 2 3

2 3 6 6 5 9 1 4
3 5 2 2 7 6 6 9

7 8 4 7 3 4 2 9

--------..,---,..,,.4,AANNT.44.C.4.4fiag04-.Dc.:1)4,x7

-b,40,11
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AND J DESIGNATES
ABOVE TABLEo C9NPUTE
) AND J RUNS FROM



WHEI.E I DESIGNATES THE no,As (1 t FOR THE *f-lp Rw) AND J DESIGNATES
PIPE coLUmN3 (J 1 Fr!Q THE LEFT mlsT ceLoN) fir! fliE ABOVE 1AI3LEg COMPUTE

sum x(1.01MIJJ) WHERE 1 RUNS FROM 1 To 3 AND j RUNS FRem I To 5

N 89

GIVEN THE FOLLOWING 3 BLoCKS OF 1.DIGIT %PIERS

3 8 5 1 6
9 7 7 1 6
5 3 5 8 4
6 6 6 8
2 9 2 8 5

5 8 4 2 9
8 4 7 4 7
4 2 2 7 5
2 7 9 2 1

4 3 6 6 6

6 5 9 7 7
6 2 3 7 4

2 4 8 7
2 1 5 8 8
6 9 6 3 7

6 8 ti 5 6 6 5 7 .; 7
p 4 3 6 2 7 a 7 1 2
7 7 9 6 8 6 6 1. 2 4
7 6 2 3 1 5 6 2 5
3 a 8 2 1 8 2 7 6 7

3 3 7 4 7 8 2 8 7 3
3 4 1 6 6 3 4 7 5 5
3 7 p5736331
7 8 1 9 3 1 6 5 9 5
6 2 4 8 2 2 5 1 4 8

4 2 8 8 3 3 1 9 6 9
i 6 5 5 2 5 8 9 3 3
5 7 6 3 5 7 1 7 2 3
8 7 7 9 9 8 6 7 i 7
6 2 9 8 1 9 5 4 6 2

WW:RE I DESIONATEs THE Rows (/ = I FOR THE 1 cm) AND J DZSICNATES

THE CeLumNs (j I FoR THE LEFT moST COLUMN) AND K DESIGNATES grf2E RLOEk4S
X(IAJk2) WRE I RUNS FRO 1(K c 1 F(R THi: Tora BLOCK). EOMPUTr SUm

srp 3 AND j RUNS FRom i To 3

GIVEN THE FOLLOWING 3 'BLOCKS OF i-DIGIT NUMBERS

7 3 9 2 8 5 6 7 8 3 9 7 6 6 9

6 3 6 9 3 6 6 5 4 1 9 4 7 7 6

3 2 7 4 3 3 a 6 2 9 A 6 3 7

6 4 5 3 3 8 4 6 5 2 7 3 9 9 1,

6 4 8 7 8 4 7 4 2 1 2 6 9 6 5

5 3 4 5 5 3 7 8 7 2 133
8 9 9 1 6 7 3 5 2 3 2 5 2 7

3 9 5 4 8 7 8 7 7 5 2 6 7 9 3
7 a 9 7 4 7 5 2 4 4 3 5 3

2 3 5 2 7 9 3 4 7 5 2 1 5

2
6

8
8

2
2

2
6

2
7

4
7 2

5
4

1

8
5
2

6
5

7 5 4
4 2
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5 7 3 9 9 4 3 7 7 ? 9 1 5 8 7

7 6 5 9 5 9 7 1 8 4 4 6 2 3

6 7 6 6 2 6 3 2 7 2 5 9 4 5 6

HERE I DESV;NATCS T RP'elS (I = FOP THE 1";3 ROW) AND J DESICNATES

HE COLUINS (J n 1 F9R YHE LEFT MOST COLUmN) AND K DV.SIGATES THE BLCC(S

K es 1 FOR YHI TOP BLOC), CPUTE SUM X(I,JR) WERE I RUNS FROM 1

0 3 AND j RUNS FROM 1 To 4 AND K RUNS FROM 1 TO 3

91

IVEN THE FOLLOWING riEQUENCY OISTRIBUTION0

15417 3

12914 12

0901i 20
06P08 12
03-o3 3

COMPUTE THE mEAN AND STANDARD DEVIATION or

'NOu 92

THE ArlevE DISTRIBUTIbNe

GIVEN THE FOLLOWING TABLE OF 1-DIGIT NumcIER50

4 7 5 2 6 1 9 8

4 7 1 7 1 7 6

5 7 3 6 5 6 5 p

6 3 7 8 3 4 7 4

7 5 5 4 5 6 7

COMPuTE THE MEAN AND STANDARD DEVIATIeN OF THE ABOVE NUM'il:S4

NO0 93

GWEN THE FeLLoWINa FrEOUENCY DI:;TRIBUTION*

09T10 3

07P03 /2
05'306 20

03m04 12

01P02

a/MPUTE THE rEDIAN AND SEMIr'INTEROUARTILE
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1VLN THT. FOLLOWING TABLE UF 1*.DIGIT NUM3ERS.

4 7 5 6 6 6 7

4 1 7 3 4 5 6 3

5 5 3 7 5 7 7 6

3 6 8 6 4 3 4 6

6 8 9 4 5 9 4

COMPUTE THE mEDIAN AND SEMI0INTE%uARTILE RANGE OF THE ABOVE NUM5ERS*

NOo 95

STATE WHETHER THE MEAN OR TH7 MEDIAN SHOULD BE USED TO DESCRIBE THE

DISTRIGUTIONS LISTED BELOW AND GIVE THE REAS3N FOR YOUR ANSWER*

A. DISTRIBUTION OF INCOME IN THE UNITED STATEso

Bo DISTRIBUTION OF HEIGHT FOR COL,LEGE MALES

Co SCORES ON A WELL CONSTRUCTED ACHIEVEMENT TESTo

NOt 96

GInN THE FOLLOWING FREQUENCY DISTRIBUTION*

19021 1

1GP13 7

17
10-12
07,R09 17
04P05 7

0143 1

COMPUTE THE 22 PERCENTILE PaINT OF THE DISTRIBUTION*

NO0 97

GIVEN THE FOLLOWING TABLE OF 1-DIGIT NUM5ERSe

4 8 6 6 8 7 4 2

3 8 4 8 8 9 9

5 7 8 8 4 7 1 7
2 7 7 2 5 5 8 9
a 6 9 8 6 2 6
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I
° THE DISTRIBUTION 07 B.AR PRESSES IS NORMAL WITH A STANDARD nEVIATION
or 6 f-lEssEls pvl m!NuTE0 OUR/NG A CERTAIN ONIE MINUTE TRIAL WITH TPE
LIGHT ON THE QAT PRE3SED THE BAR 14 TIMESe WHAT IS THE STANDARD SCORE
EQUIVALENT 1.- THIS TRIALe

_ 77-

Cf)MPUTE THE 37 PENCENTILE POINI riF THE DISTRIRUTIONG

NOo 93

GIVEN THE FOLLOWING FREQUENCY DISTRIBUTI9Ne

1517 3

i2
09P11 20
06vOn 12
0345 3

COMPUTE THE PERCENTILE RANK CORRESPONDING TO THE SCORE OF 7

N09. 99

GIVEN THE FOLLOWING TABLE Or 10DIGIT NUMflERSe

2 4 8 4 8 9 5 2
6 4 3 8 8 1 1

'6 8 5 5 2 5 2

6 6 7 3 7 5 5

2 4 7 4 2 9 9 1

COMPUTE THE PERCENTILE RANK CORRESPONDING Ta THE SCORE OF 5

NO0 100

A RAT PRESSES A BAR AN AVERAGE OF 13 TIMES PER MINUTE WHEN A IACHT
IS ON AND 7 TIWE,S PER MINUTE WHEN THE LIGHT IS OFFe UNDER E k;ITH ce')ITtoNs

NO; 101.

SUPPOSE THAT A COIN IS TOSSED 51 TIMES@ COMPUTE THE STANDARD SCORE
ECUIVALENY OF 27 HEAD3o

NO0 102

GIVEN THE FOLLOWING HYPOTKTICAL PROFIABILITY DISVMUTIONe
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26.,29 .02

22.2.5 009
18.R1 423
14.17 .30
101.13 .23

06009 009

0205

eMPUTE THE EXPECTED VALUE OF X SOUARFO.

103

1VEN THE Fe( ...OWING HYPOTHETICAL PROBABILITY DISTRIBUTION,

2022r 002

I7F.119 .09

14P16 .23

lit013 .30
o23

05F*07 .09
02,104 102

COMPUTE THE FXPECTED VALUE OF (X .1 E(X)) SOUARI.D.

NO. 104

'GIVEN THE FOLOWING HYPOTHETICAL PROBABILITY DISTRiBUTION FOR THE VARIABLF.

X

17r19 .03

1416 .15

110.3 130

08'910 .3Y
05007 o15

044 .03

AND THE FOLOWINO HYPOTHETICAL PROBABILITY DISTRIBUTrON FOR THE VAR ABLE

15916 401

13%14 .06
11ir12 ol6
09r10 .25

07/03 .26
05906 .15

Cr3U0,!,
01r02 601

COMPUTE THE EXPECTED VALUE oF Z WHERE Z 3X y 5
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N3c0 105

GIVEN THE PR')DA3ILITY DENSITY FUNCTI5N F(Y) = 2X/25 WHERE X IS RESTRICIED
TO VALUES BEI":JEEN 0 AND 50 COmPUTE THE mEAN AND VARIANCE tF X#

SUPPOCE: THAT THE SAMPLE MEDIAN IS
OF THE ENTIE POPULATION0 IS THIS

Ao CONSISTENT

Bo SUFFICIENT

Co UNBIASED

Do EFFICIENT

NO0 107

BEING USEA) TO ESTIMATE THE MEDIAN
EOTIMATeR

GIVEN YHE FOLLOWING HYPOTHETICAL FREOUENCY DISTRE3UTION0

07P03
13

0244. 14
0:0202 4

SUPPnE THAT SUCCESSIVE SAMPLES Cr SIZE 24 ARE RANDaMLY DRAWN (WITH
PEPLACEMENT) FROM THIS DISTRBUTIe ',411AT WDULD TH;.7 STANDARD ERROR

OF THF. SAMPLE MEANS0

NOo 108

(WEN THE FOLLOWING HYPOTHOICAL PRO6ABILITY DISTRIBUTIONo

09*10 005
07,.,0 1 c25
05,,06 o39
0244 t25

017,02 005

SUPPOSE THAT SUCCESSIVE
(WITH REPLACE:W-7Ni) F3M
OF THE SAM:=LE MEANS WE):::

NO0 10D

SAMPLES OF SIZ7 46 MZE TO PE rANDemLY f.:37LrcTED
THIS DISTRIN0 CWLJF. 1H, TANDAD
SAMPLPS er7 THIS 51:*
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HE LIFETIMi7S'eF. STANDARD FLUORECE-NT LI70-141 flULBC PRODUCED BY A CERTAIN

OMPWe HAVE A STANDARD DEVIATION OF 100 HAPS0 sUPPos: THAT 400 BULBS

VE SELECTED roR TEsTINC3 AND THEP AVERAOL LIFETM WAS FOOD TO
00 WinSo COMPUTE THE STANDARD ERROR nF THE SAMPLr MrANS FOR SAMPLES

F THIS SIZED

Po 110

UPPOSE THAT ONE IS SAMPLING (WITH REPLACEMENT) FROM THE FOLLOW NG

YPOTPETICAL FREQUENCY DiSTRIBUTIONG

07.08 6

0546 Pi

0344 22

. Oiv02 6

MHAT SAMPLE SIZE WOULD BE NECESSARY TO INSURE THAT THr SAMpLE MEAN

)4AS A 90 PERCENT CHANCE OF BEING WITHIN ONE TENTH eF ONE STANOARD DEVIATION

fROM THE MEAN OF THE HYPoTHETicAL DIsTRIBUTInNo

fN00 3.11

SUPPOSE THAT ONE IS SAMPLING (WITH REPLACOENT) rilem THE FoLLow/NG

IHYPOTHETICAL PROBABILLITY DISTRIBUTION

09P10 905
07E703 o25
05v0!) o39
OS.404 425

01v02 405

WHAT SAt-1PLE SIZE WOULD BE NECESSARY Te INSURE THAT THE SAMPLE MEAN

HAS A 95 PERCENT CHANCE OF BEING WITHIN OW: FIFTH eF ONr STANDAn DEVIATION

FROM THE MEAN OF THE HYPeTHETICAL DISTI3UTIONo

Neo 112

GIVEN THE FOLLOWING SAMPLE FROM A HYPOTHETICAL FREQUENCY DISTRIDOIGN

07P08 4

0Sr06 16
on44 16

4ND A SECOND SAMPLE FROM THE SAME DISTRI3UTION

07v08 3

05.7,05 12
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O3e04 1?
01v02

ESTIMATE THE STANW'RD ERROR OF. THE MEAN FOR S4APLES OF SIZE 74 RANDOMLY

tELECTED (WITH REPLACEMENT) FROM THE HYFOTHETICAL DISTRIBUTIMo

N 113

tGIVEN THE FOLLOWING SAMPLE FROM A HYPOTHETICAL PROBABILITY DISTRIBUTION

09e10 .05

0703 .25
05.906 o39
03-104 .25

01402 .05

AND A SECOND SAMPLE FROM THE SAME DISTRIBUTION

09410 005

07v03 .25
05E206 09
03404 .25
01.202 .05

ESTIMATE THE STANDARD ERROR OF THE MEAN FOR SArPLES OF SIZE 53 RANDOMLY

GELECTED (WITH REPLACEMENT) FROM THE HYPOTHETICAL DISTRIBUTINo

NO. 114

[4 GIVEN A NORMAL DISTRICAITION WITH MEAN 51 AND VARIANCE 45 COMPUTE THE

iPROBABILITY DEN3ITY OF 60

4

INO.. 115

FRESHMEN AT BROWNING UNIVERSITY HAVE A MWAN SCHal ASTIC APTITUDE TEST

SCORE OF 1200 AND A SYANDARD DEVIATION 0;.' 2000 IF A SAMPLE 6i7 SCHOLATIC

APTIYUDE TEST SCORES WER:: EXAMINED FOR 1R3WNINC. FRESHW.:N, WHAT PRVOR(ION

OF YHE CASES WOULD BC EXPECTED TO HAVE SCORES HTWEEN 900 AND 10000

NO. 116

GIVEN A NORMAL 01STRI7',U1 IVN WITH MEAN 75 AND VARIANCE 7 IF ONE NUMBER

Is RANDOMLY SrLECTED FROM THIS DISTRIDUTIONo ieNAT IS THE PROABILITY

THAT THE NUMBER IS AT MOST 53
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117

ALE STUDENTS AT GREEN COLLEGE HAVE AN AvEROE HEIGHT OF 71 INCHEil

ITH A WITH A STANDAR() DEVIATIaN et" 5 INCHES0 ASSUMING THAT HEIGHT

S NMIALLy DySTRIBUTED., WHAT IS THE PRoDABILITy THAT THE AVERAu HEIGHT

F 100 MALE STUDENTS SELECTED FROM THIS POPULA7ION IS AT MOST 73 INCHES

X IS A NORMALLY DISTRIBUTED RANDDM VARIABLE WITH MEAN 23 AND VARIANCE

80 IF TWO 03:3ERVATIONS Y1 AND x2 ARE FANDOMLY SELECTED FRam THIS 0ISYRIBUTION0

WHAT IS THE priosABILITY THAT y IS AT mOST 94 wHERE Y 3x1 2)(2

NO 119

X IS A NORMALLY DISTRIBUTED RANDOM VARIAII1LE WITH mAN 70 AND VARIANCE

43 AND Y IS ALCO NORMALLy DISTRIBUTED WITH MEAN 1i4 AND vA,1IANCF 42

WHAT is THE pRoDABiLITY THAT. Z IS AT LEAST 167 WHERE Z = X Y

Nao 120

WHICH OF THE FOLLOWING DISTRIDUTIONS ARE APPR9xImATELY NORMAL.;

Ao DISTRIBUTION OF REACTION TIMES0

BO DISTRIBUTION OF AUTOMOBILE ACCIDENTS OVER A ONE YEAR PERIN),

Co SCORES oN THE WECHSLER ADU1T INTELLIGENCc:: sCALE2

NO0 121

A STUD:NT TAKES A 100 IT7m FOUR-ALTERNATIVE MULTIPLE CHOICE TEST AND

OUE6S ON EVrRY ITEMo WHAT IS THE pRaBABILITY THAT His SCORE IS AT

MOST SO0

NOO 02

surPm%: THAT 100 DICE ,fNiz. THROWN, CopTuTE THE PRFi75AsILITY THAT THE

The SPOT TURNS UP BETWEEN 10 AND 15 TIMES,

NO0 123



I IS HYPOTHESIZED THAT A CERTAIN RAT HAS A 920 PRO3nILITY OF tAKING

HE LEFT HA!\!D ALLr.Y, A 914 PROBABILITY Or TM:ING THE CENTER ALLEY AND

0.65 pR3BABILITY OF TAv:ING THE RIG:AT HAND'AULEY IN A MAZE° SUPOSE

HAY YHE RAT IS GIVEN 110 TRIALS° WHAT IS THE PABILITY THAT THE

AT TAKES THE CENTER ALLEY AT MOST 17 TIMEi

NO9 124

AN IAN CONTAINS 28 WHITE MARBLESp 34 RED MARBLES AND 38 BLUE MAR;LES0

SUPPOSE THAT 103 MARBLES ARE SELECTED (WITH REPLACEMENT) FROM 'MIS

MISTRIBUTM0 WHAT IS )11E PROPJABILITY THAT AT maST 22 RED MARBLES ARE

'!SELECTED

Nec 125

THIS IS A DUMMY FORM - 1.25

NO9 126

THE SCORES OF COLLEGE SENIORS ON A SCHr,LASTIC APTITUD TEST AT: NOP.MALLY

DISTRIWTED WITH A STANDARD DEVIATION OV 50 POINTS° IF THE AVV1AGE

TEST SCORE OF 100 SENIORS SELPCIED MIIM THIS DI-17)TRIe1JT3i Is 1E4,2 yEsT

THE HYPOTHESIS THAT THE MEAN OF THE ENTIRE PonLATIeN IS 150 PnINTS

SETTING ALPHA AT THE 910 LEVEL°

NOG 127

LOG REACTION TIME TO AN AUDITORY STIMULUS IS NoRMALLY DISTRI5UT;'D FOR

COLLICE SOPI-i0HORS WHITH A STANDARD r3::*VIATION 6F 205 LOG MILLIsEcaNDs,

IF 3',S COLLEGE SCIPHOMORES ARE GIVEN TH7 R7ACTION TIME TEST AND THF1R

AVERAGE REACTION TIM WAS 5 LOG mILLMCONDSs TEST THE HYPOTHESIS THAT

THE MEAN OF THE ENTIRE POPULATION IS ORrATER THAN 5 LOG MILLISECE1NDS

SETTING ALPHA AT THE 901 LEVEL,

NO9 123

THr SCORES er EMPLOYED MACHINIST ON A TE ST OP MrCHANICAL COMPREHF,NSIDN

AnE NORmALUY DISTRUIUTED WITH A STANDARD r:i:::VIATIf)N 0(7 20 POINTS° sUPPOSE

THAT 229 MACHINTS RANDMLY SELECTED f'OR TESTING AND THEIR AVF_RAGE

SCn,17 ON TW-- TE3T WAS 10,..50 UNPUL': THc PRC;3ArALITY OF A TYPE 1 ERr:JR

ASSC1CIATED WITH REJEC TING THE HYPOTHESIS THAT THE MEAN CF THE ENTIRE

POPULATION IS 104 PoINTO

NO9 129



Iiii4W,-,44-4.,ipirkiu'i

RUNNING TIM:S e ADULT NnRWAY RATS IN AN IPSWICH MAZE ARE NBRi\LLY

.STIIIBUTED WITH A STANDARD N7VIATION OF 10 SECONDSe SLPPOS7 THAT.25

-OTAY RATS ARE RUN IN THIS MAZE AND THEIR AVERAGF RUNNING TIME WAS

0 E',CONDSQ COMPUTE THE PROBABILITY OF A TYPE 1 rRReR ASCUCIATED WITH

JECTING THE HYPOTH7SIS THAT THE MEAN OF THE ENTIR1E POPULATION IS

AT LEAST 49 sECeNDs

Nø 30

6LOG REACTION TIME TB AN AUDITORY STIMULUS IS NRMALLY DISTRIBUTED FOR

tCOLLEGE SOPHOMORES WHITH A STANDARD DEVIATION or 2o5 LoG mILLIsECNDS9

IF :!16 CULLLC:
SOPHOMORES ARE GIV-EN THE PrAcTI6N TImE TEST AND THIR

AVEPAW:: REACTION TIME WAS 5 LOG MILLISECONDS) Mir:JUTE THr-: 90 pERcENT

CONFIDENCE INTERVAL FoR THE MEAN BF THE ENTIRE PePuLAT!oN0

THE SV)RES or COLLECE SENIORS ON A SCHOLASTIC ArT!TUDE TEST ARE: NaRMALLY

DISTRIMED WITH A STANDARD DEVIATION OF 50 PU/NT3a IF THE AVERAG',7

TEST SCORE F..7 100 sEN/oRs SELECTED FROM THIS hISTPIBUTIoN IS 150; TEST

THE WynTHT-rols THAT THE M7AN OF THE ENTIPE POPLMAT/aN IS 143 POINTS

SOTING ALPHA AT THE ;02 LEVEL0 COMPUTE TW: POWER OF THE TEEIT TO tV,JECT

THE NULL HYPOTHESIS IF THE TRUE MEAN eF THE P:rPULATION IS 137 PeINTS

Neo 13a

LOG REACTION TIME TO AN AUDITORY STIMULUS IS NORMALLY DISTRIWTED FeR

COLLE07 SOPW)MORZT.S WHITH A STANDARD DEVIATION or 205 LoG MILLI(.3ECEIND:34

IF cOLLEel.: SaPHOt-H7iRE.s ARE GIVEN THE RFAC7ION TIME TEST AND 7!,171

AVERAOE REACTION TIM7 WAS 5 LOG MILLISECONDS, TEST THE HYPOTH:SIG THAT

THE MEAN OF THE ENTIRE, PONLATIeN IS 5 LOG MILLIS77:CONDS SETTING ALPHA

AT THE 005 LEVELq PLOT THE OPERATING CHARACTERISTIC CURVE 7OR THIS

TESY0

NOt 133

TI-17 SCORES Cr: EmpLoyED mAcHINms ON A TEST FjF MECHANICAL COvpREHEN3I3N

ARE W'RMALLY DISTRIBUTED WITH A STANDAD DCVIATIoN OF 20 Po 1 NTS0 sUPPaSE

TWA 2213 MW,HINIScS PANDX1LY SELECTED 7trR TESTING 3ND THEIR Ay:RAGE

SCGr;,Z ON IH TEST WAS 106o TEST THE HYPOTSIS THAT THEP-MEAN OF THE

PNIV:E POPULATION IS 101 POINS S7rTIN3 !\L7't4A AT THE o01 LEVEL2 COPUTE

THE nOnABILITY OF A TYPE 2 ERROR Asscic/AT::-.D WIT:1 ACCEPTING THE STATED

HYP3THSIS IF THE TRUE MEAN Cii-^ THE POPULATIn i 10S POINTS

NF'1) I 30 4
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LOG REACTION TIME.TO AN AUDITORY STIMULUS IS NpRMALLY DISTRIBUTED FOR
CCILL solemoRES wHITH A STANDARD DEVIATION _PIP 2*5 LOO MILLISECeNDo

TH

I THEN A CONT11L GROUP OF 49 SorlHemREs WERE TESTED AND THEIR AVERAGE

SW'''PL)SE AT A SAMPLE r 36 COLLEGE SOPOMOPES WrPvE DEPRIVED OF SLEEP
FOR 4.., HOURS AND THE/R AVERAGE REACTION TIME WAS 10 LOG MILL/SECADS0

REACTION TIME wAS 4 LOG MILLIS1=-CONDS0 TEST THE HYPOTHESIS THAT THE
DIVFEPENCE DETWEEN THE TWO POPULATION MEANS IS ZERO SETTING ALPHA AT
'HE 902 LEVEL0

NO* 135

A WORLD HEALTH ORGANIZATION MAD: A SURVEY IN pRAZIL AND FeUND THAT
THE WEIGHT OF ADULT MALES WAS NORMALLY DISTRIBUTED WITH A STANDARD
DEVIATION OF 10 POUNDS9 SUPPOSE THAT A SAMPLE OF 400 RURAL MALrS SHOWED
AN AVERAGE WEICIT OF 158 PeUNDS AND A SAMPLE OF 169 URBAN MALES HAD
AN AVERAGr-- WEIGHT OF 1b0 POUNDSe COMPUTE THE PROBABILITY OF A .TYPE
1 ERRC.1R ASSOCIATED WITH REJECTING THE HYPOTHESIS THAT THE DIFFERENCE
BETWEEN THE TWO popuLATION MEANS IS ZERes

Neo 136

LOG REACTION TIME TO AN AUDITORY STIMULUS IS NORMALLY DISTR/BuT7D FOR
COLLEGE SOPHomaRES wHITH A STANDARD DEVIATION Or 205 LOG MILL/S7CONDS0
SUPPM7 THAT A SAMPLE OF 36 Cf,LLEGE SCPOME:RE$ WERE DEPRIVED er GLrEP
FOR 48 HOURS AND THEIR AVERAGE REACTION TIME 4A U LOG MILLISC(3NDS0
THEN A CONTRaL GROUP OF 49 S3PH0mORP'S WERE TESTD AND THEIR AVZRAGE
REACTION TIMF WAS 3 LOG MILLISECeND9 0 CO mpuTE THE 98 pERCENT CoNF1DP4CE
INTERVAL FOR THE DIFFERENCE BETWEEN THE POPULAT/DN MEANS9

NO* 137

THE LIFETIMES OF STANDARD FLUaRESCENT LIGHT BULBS pReDUcED BY A CEFITAIN
COMPANY AVEPAGE 800 HaLPS WITH A STANDARD DEVIATION or.* 100 Hf)UP.S0 SUPP5S:
THAT A SAMPLE OF 400 BULBS WAS SEIECTED PROM THE MORING PR5DQCTION
AND THE AVErnGE LIFETIME FOR THE SAMP17 WAS 309 WDURSI A 51--VND SAMPLE
OF 500 CASES, THIs TImE FR*Dm TqE AFT*!NLIN FR3OUCTUIN, WAs ALSO TAEN
AND TH7 AVERA2,E LIFETIME FOR THr AFTERN39N SAMPLE WAS 777 HOURs1 TEsT
THE HYPSTHwSIS THAI THE DIFFERENCE BrTWEEN THF. TWO POPULATION MEANS
IS 7.E3 SETTING ALPHA AT THE 901 LEVEL9 COMPUTE THE PyorR OF THP TEST
Tt) FIEECT THE NULL HYPOIHESIS WHEN THE TRUE MEAN DIFFERENCE IS 3

TH!" CURES or CF;LLEGE SENIORS ON A SCHOLASTIC APTITUDE TEST ARE NORMALLY
DISTRIBUTED WITH A STANDARD DEVIATION OF f,i;t3 POINTS0 SUPPOSE THAT Twe
MATC1-4D SAmPLES OF y,44 CASES EICk ARP' G!vrN THz' TESTQ THr FIRST SAmnr
WAS GIVEN PRACTICE ON TAKING SIMILAR TEsTS AND THE sEcarD coNTRUL SAmPL',7
WAS G/vEN NC PRACTICPS THE AVERAGr SCORE oF THa FIRST SAMPLE WAS 141
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CIrcri ANO TIT AkrRACIE SC9NE r_1. THE. '3CCCND SA"PLE WAS 161 POI'ITS. IF

[ cst:.PRrLATIoN Twr sAMPLrs t4AS .40 YET TwE HYPOTHrSr;'

11AT DIFFEPENEF 9F:ft:EN TAE To PDFULATInN m:4rS Is ZERO SETTING

LPHA AT ID-:E 405 LEVEli

1S9

LOG CTIc-N TIHE Tot AN AUDITortY sTimULUG Is NeRmALLY DISTRIBUTED FoR

SoPY?rokS 4HIT!-i A STANDARD DEVIATION eF 265 Lori mILLIsrcDNDso

surus THAY A SADLr OF 736 COLLEGE SOPM)nS WERE DEPRIVED VF SLrEP

fOR 43 F-1.1.1k;; AND `NcIR AVERAGr Ri:ACTION TImE WAS 9 LOG MILLISrCONno

THrN A rAlUED U,NTR91, SAMPLE OF :.,46 SePHTioREG WAS TEETrO ANC THEIR

AVEPACE PEa.TIN TIM.: WAS 6 LOG MILLIc3EC'.)N'iSe IF THE (..11ELATIC.N BETwEEN

THE TW,) SI/X-,LrS WAS 050 COMPUTr TH7 P;)OnASILITY CF A TYn 1 ERNOR ASSOCIATcp

WITH R1:JECTING THE HypeTpESIS THAT THE DFFERENCE BETwEEN THE TWO POPULATION

MEANS IS 2.117$

NO. 140

?HT. WNNING )IMES OF ADULT NORWAY RATS IN AN Ipc,.1w!CH '0.7E ARE NnoLLY

DIrirtRI5UTi:D WITH A STANDARD D:NIATION or 10 S.S:CUND3, SAPPOSE TH.,,T 25

CONIOL RATS VE;W RUN IN THIS MAZE AND THEIR AVERAGE RUN\ING TIVE WAS

46 OF.C.,.:NE3$
NPPO3E rLjT1-;;:R T!4AT A MATCPD INJECTCD

WITH A G30 Ws,S ALSJ RUN IN THE MAZE AND THEIR AVE'qAGZ RUNNING TIME

WAS S"--00?.rY7;% IV THZ CnPR7LAYPN LI4EEN fl-r- TW.) SAH*;LES IS ono CE.WPUTE

TH.!" n PEJ:CLNT C\IFI0:7:NCC INTERVAL F6R THr DIFFERENCE DETWEEN THE 4fl.:9

POPVLATIeN rEANS0

NOG 141

.THE sCoPEs (-)L1..EGT. SENIORS ON A SCHaLATIC APTITUDE TEST A7:K NnM,.LLY

DISTPIIUTc'D A STANDARD DEVIATICN O;.' 50 1*-)INT$ SUPPrJE;i:: THAT ir;!0

MATCW:0 SANi'L''!"; 57 144 CAS7S PACH A747. TH"," TESTD Fln;i1 SAt-'i4LE

WAS GIVtN PACTIL.E ON TAv.ING SPILAQ TESIS AND TH7.' SEC:71ND CCNMOL S/WPLE

WAS GIVEN --R\CY10E$ TiCr AvERAT: SCfrir Ffr: TH;: rIRST SA",PLE '01S 15.1

;.ND AVLRAGF SceRE OF TW: St:COND SAMPIE WAS 140 PaINT50 IF

TH.:1 C:IELATI3N 1377.411 TH7 "N;: SAMPLES' wAS 440 TrST THE HYPONrSIS

THAT THE 011-=ERENCE BEMEN TI-tr TW, POPULAilaN MEANS 1G ZERO Sr:TTING

ALPHA AT THF_ $10 LEVCLG CiU7 l W1='R E)=. 174E TEST TO REaCT THE

NULL HY3THE?...I3 WHEN THE TRU: mEAN DIFFERENCE Is 9

Nao 142

Sf-3R73 ELOr-D '1CH!N1ST N A 1231 07 HCHANICLL cE;m.IREH-ENs/eN

AR: W...inALLY 01311Di)T:D wITH sTAND.t.:?D DVIATIf.1 OF ',,c) POINTS$ SuP'13:";F

THAT ;. SAVL=-- ,ICHINIS7q bt4 WEnE Cf-NPAr:ED w1-0-4

A OAMLE OP 100 PACHV!:STS WIN3 ON mILLTN3 YAC::4IND.3 $ TH7 MACHINISTS

WFWINC, ON 1.,%7H:(3 SH.7.1) AN A\17..:2ACI7 775T F;Ci;RE r,'Y 113 P&INTS AND

UCHIN/STs ticiAlNEs 1IW'.-;0 AN AvE..' TEST sca7

!C. POINTS() C;.P-Tilfr NE Sm''.n THAT V;ULD 5a NZCU4SA;7!Y TO REJ7CT

-15g-



HE NULL HYPTH:SIS .:111-1 A OF '75 IF DIFF,7rIENCE Pc-WTE.EN

HE PPLA,ATI'A PLANS IS 4

THE MEAN HICHSCHOOL GRAM: PaINT AVER1..G FDR A sAmPLE er £2 APPLICANTS

TO A LIN.OF UNIVERSITY WAS 302 AND THE STANDARD DEVIAWIN COVPUTED eN

1THIS SAMPLE WAS e9. 7EST THE HYP;)THr:SIS THAT THE MEAN OF THE ENT1R7

POPULATION IS 3 SETTING ALPHA AT Twr 001 LEVELo

NOt 144

SUPPOSE THAT 26 ADULTS ARE ADMINISTEUD THE WECHSLER ADULT INTELLrGENCE

'SCALE AND MEW AVERACIE TEST SCORE WAS IOU AND THE STAN)L,RD DEviAvlaN

OF YHESE scc:Es WAS 159 TaST THE HYPOTHSTS THAT THE MAN e;i: THE ENTIR7

PePULATION IS LESS THAN 100 POINTS SETTING ALPHA AT TH: 010 LEVELO

Nao 14s

SOPOSF THAT THE AVERAGE TEST SCOW': VP A sAmPLE or 101 HIGHCCIL STUDENTS

ON A TrST fJ VERLAL CN'Ilr:EHEN5;ION IS '.30 AND TNr STANDARD DEVIATION

COMPLrED ON THIS SAmnE IS 101 comPUTF_ THo 9 M PERCENT CONVIDN2W I\ITERVAL

FCR THE MEAN OF THE ENTIRE P3PULATIONe

Neo 1"le 6

SUPPOSr THAT A SAMPLr O 25 CLE7:1 TYPIS.N GIVEN THE BLRNARD CC2:RICAL

APTITVUE TrST0 THE AVERAGE SCO'(::;" VOR TH1 s C;7(1UP WAq 46 AND TkF

DEVIA7I9N pi,R THIS SAMPLE WAS 10; A SECOND SPUI-: (s).- 26 r1LIN3

waRE GIVEN THE SAHE TEST AND THE DATA f=e; THIS GROUP st-4aWEO A t1;.-AN

OF 40 AND A STANARD ozvIATIoN ET 8Q r.--ST TE PYP:;TH-SIS THAT TH7 DI77;=RENCE

BETV;EEN THE TWO POPULAYInN MEANS Is zrRa szTTING ALPHA AT THE 005 LEVELS

Nb"0 147

SUPTO: THAT THE AV:RAGE SC.Cc7 OF SAPIE &V 2;:. MALE HicH SCL-N:-DL s;TUDENTS

15 POTNT;) ;11\J A 77Y OF MrNTAL AF!/TErIC 0\r0 R E:TANDA7.D

Is 1.7]0 SUPP:':77 17U%T,4rR THAT A SAt''PLE 3;-- n7 GIis ON 1",iE EAME. V;:7,7 F1-1:20

A rrAN f,;coR:7. cr 17 i77INTS AND A S-ONF)0 D7VIATIF,N or 150 Cf.,UTE

99 CEN C.,..:11.)NCE INTERVAL FoR DI7Elq:NC;; !-:IEP,N THE TW) POPULATIUN

MEINSG

Nrje 143
159-



$UvrlosZ THAT A SAMPLE cif: EmPL2YED M,\CHINISTS ArzE GIVEN Two FoRmS 07

THP WH:RRY MECHANICAL APTITUDE TEST AND T1-1 FOLLOWING DATA WDIE: 03TAINED4

INDIVIDUAL 2

INDIVIDUAL 1

INDIVIDUAL 3

INDIVIDUAL 4

INDIVIDUAL 5

INDIVIDUAL 6

INDIVIDUAL 7

INDIvIDUAL 3

INDIVIDUAL 9

INDIVIDUAL 10

FORM A SCORE :8 9

FORM A SCORE 4 10

FORM A SCORE m i4

FoRM A SCORE 2 10

FORM A SCORE r 9

FORM A SCORE t 12

FORM A SCORE n 8

FORM A SCORE e 15

FORM A SCORE 14

FORM A SCORE e 13

FCRM B SCORE m 8

FORM B SCORE s 12

FORM B SCORE = 15

FORM B SCbRE n 10

FORM 0 SCORE = 12

FORM 0 SCORE 14

FORM 0 SCORE q 12

FORM B sCGRE s 16

FORM 3 sU)RE s 13

FORM B SCORE : 15

TEST THE HYraTHESIS THAT THERE IS NO SIGNIFICT DIFFERENCE E1ETIT.EN

TH7 MEANS OP FiY.iM A AND FORM B SETTING ALPHA AT THE e02 LEVEL0

NOt 149

SUPPOSE THAT A SMALL SAMPLE OF RATS ARE GIVEN Two TRIALS IN A MAZE

wITH THE reLuilliNG REsuLT;i1

RAT 1

RAT 2

RAT 3

RAT 4

RAT 5

ERRORS ON TRIAL 1 2 6

ERRJRS ON TRIAL I n 4

ERRORS ON TRIAL 1 3

ERRORS CN TRIAL 1 E 7

FRR0RS ON TRIAL 1 4 a

ERRORS oN TRIAL 2

ERRORS ON *(RIAL 2

ERRORS ON TRIAL p

ER1ORF3 ON TrIAL 2

ERRORS ON TRIAL, 2

n 3

LI 6

m 7

4

ceclmpuTE THE 9:3 PI:RCE',IT CoNFIDENCE INTERVAL FaR THE DIFFERENCE BETWEEN

TK TWO POPuLATION mF:AN3 0

NO0 150

ONE HUNDRED APPLICANTS ADMINISTERED A CLE!CAL ATITUDE TEST AND

wERE rATEu ON THEIR 1y.;13 PERFORmANC WITH THE r5LLMNO RESuLis

MEAN X 0 111

MPAN Y



VARIANCE: X

VARIANCU V t 29

COVARIANCE XV 0 23

WInERE X(I) WZPPESENTs THE SCnE oF THE 1TH INDIVIDUAL ON THE CLERICAL
APTIIUDE TEST ANO Y( t) REPREgENTc PERrORMANCE RAYING OF THC iYH
1NDIVIDUAL SET uP TW: STANDARD SURE: C:EGRESSION EQUATION r0Q PREDICTING

1Y FP3M X. 0/vEN'A Z SCORE OF I wHo w3ULD BE TPE PREDICTED Z SCOPE
eN Yo

NOG 151

TEN STUVENTS WERE ADmINISTERED A VERBAL REASONING TEST AND A SPATIAL
REViTIONS TEST WITH THE FOLLnwIN3 REsULyS

(sum X(I) 1010N) 0 43

(SUM Y(I) I01,N) 0 48

(SUM X(O((1) I01,,N) J4r
(S(JM Y(I)y(!) 1=10N) = 517

(Wm X(I)Y(1) /N) 2 239

WHERE X(/) PEPRESENTS THE SCORE O7 THE ITH /NDIVIDUAL ON THE VEP3AL
REASnING TEST An y(I) RESPRESENTs TNE INDIVIDHAL
pN TPE SPATIAL Fs7LATONS TESTo SEf UP 144: DEVIATIfIN Sr3r: REGRESSI5N
t.;X.TION FOR PREDICTING Y FROM X OaHN HAS A DEVIATION Sc(RE OJ x oF
3 WHAT WoULD i)E HIS PEDICTED DEVIATION SCORE ON Y

Nac 1n2

OW. HUNDRED APPLICANTS WERE ADMINISTED A CLiT.RICAL Ar-3TITUDE T7ST AND
! WEPC RATED ON THEIR 4e13 PERFeRmANC!: WITH THE rOLL(WIN:3 RESULTS

MEAN X 2 105

MEAN Y 9 7:3

VARIANCE X r 77

VARIANCE Y

CUIVARIANCF XY * 24

tWE X(I) rZNT:;' TPE SOC17.4. f TH It\XIVIDU.4. ON THE CLrRICAL
kAPTIYW)E TLST AV) Y(T) RErzE5ENTS "Wc7 Pi:r.:70.:CE RAY/Ns Cr 7NE ITN
INDIVIDU:1; SlY UP T1.1;: r,M! SCOiv.-7 r1EGESI2N 7(7,1UATION ry; PRLD:C7ING
F;*V1 Xo SAM HAS tN X SCRE 3F 1.3 wnT ',47.;0X r,7 HIS PREDIC7ED RAw

SCGRE ON Yo

-361-



1b3

-

EN STUDENTS WER4:. ADHINISTERCD A \rRAL REASONING TEST AND A SPATIAL

ELATI6NS TEST WITH THE FOLLOWINS RL-SULT53

(SU4 X(I) Ici;N) c 42

(so y(1) Icl)N) H 42

(SUm

(SO

(SIN

X(I)X(I)

Y(I)Y(I)

X(I)y(I) ItoloN)

. 612

r. 533

olou

WHERt: X(I) REPRESENTS THE SCORE 5r ITH INDIVIDUAL ON THE vERBAL

REASONING TEST AND Y(I) REE")FIRESENTS THE SCORE OF THE 1TH INDIVIDUAL

ON W.: SPATIAL RELAYNNS TEST. COmPUTE THE PRFJP3RTION OF VARIANCE IN

gY ACCOUNTED FOR BY X9

eN00 154

ONE HUNDRED ScHIJOL CHILDP,EN.WERE

TEST WITH THE FOLLOWING RESULTS

MEAN X r 25

MEAN. Y a 23

SIG:1A X a 9

sIGMA y 9

CORRELATION XY .80

GIVEN Tw9 FOR,IS 07 THr POSTON INTLLIGENCE

wHEF:E X(1) r7F-W:src:NTs TW: SCORF. OF THE 1TH INDIVIDUAL CN Ff:M A OF

THE TEST AND Y(I) REPRESE:NTS THE SCORE OF THE ITH vN FLM1

B OF THE TESYG Coi-iPurz THE STANDARD Er'r:UR OF ESTIMATE F0,7 PRDICTING

Y FROM Xt

NO. 155

ONE HUNDRE:D APPLICANTS WErE ADmINIEPED A CLERICAL AP7ITUDE TEST AN(

wERE RATE!) 6N THEIR MB PERFDRMANCr WITH THE FOLLOWING RESULTS

MEAN X r 107

W:AN Y u 72

VARIANCE X 4 82

VARIANCE Y t 27

COVARIANCE YY = 22

-162-
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HE X(1) REisENiT TH: FC0,:r7 Tw! 1 1k v:olv!vuAL ON IP: CLEqICAL

PTITUDE TEST AND Y(!) REnESENT3 THr PE,W--.9RMANCE nAYING or THE iyH

NDIVIDaLe CemPUTE THE ESTIMATED PoPULAvItiN STANDARD ERROR OF ESTIMATE;

156

'TEN STUDLNTG ERE AD/N/sTERED A VERBAL REASONING TEST AND A SPATIAL

PELATIeNS TEST WITH THE VOLL5wIN6 RESULTt;

(SUm X(I) Ia1N) a 45

(sum Y(1) IcisN) a 45

(SUM X(I))4(1) 1=14N) u 545

(SUM Y(I)y(I) ItloN) = 536

(SUM X(I)Y(I) IL1PN) r 213

WHERE X(I) EPRESENT THE SC3RE 8F THE ITH INDIVIDUAL ON THE VEP3AL

tREASONING TVIT AND Y(I) REEre)RESENTS THE ..:CORE: 61: *0-;E ITH

ON THE SPATIAL q:LATIONS TEST; SUTING ALPHA AT iHr 01 LEVEL; TF.ST

THE HYPUTHESIS THAT THE POPULATION CORMEL,ATION IS ZEPtio

NO9 1S7

DNE HUNVrED APPLICANTS WERE ADMINISTERED A CLEICAL APTITUDE TST AND

WERE RATED eN THEIR JOB PERFORMANCE WITH THE f-.11.LcitNc; REt:(Jos

nAN X q 106

MEAN Y 62

VARIf,NCE X a 84

VARIANCE Y r 30

CuVARIANCE XV F 22

WHERE X(I) REPnEsENTs THE sCRE ,..17 THE ITis! 7NDIVIDUAL f)N1 THE CLERiCA4

APTI7UDE TEST AND Y(1) REPRE3EN1S THE prROF!MAt;C: cATING CP TH:: ITH

INDIVIDUAL.; :3E1-MG ALPA AT T4 7 '05 LrVa.0 TP3T *NE HYPTY",'SIS TPA?

Th7. PEPULATION PEONESSIDN COEFPICIP.NT ;:t,R PREDICTING Y C--P3m X II:i ZEROQ

Noe iE8

TrM STUDENTS Wr:R1.7 AD'!INISTURED A vER!.. 9F.ASF;NIN3 TEST AND A SpATIAL

RELWIIONS TEST WITH IHr: FLUfNIN:i RESULT.',

(SUm X(I) Is1tN) 41



VIIM=16

(swi Y(/) 1N1tN) c 44

(SUM X(I)X(I) Inl/N) = 541

(SUM Y(I)Y(I) = 521

(SUM X(I)Y(Y) I=1,9N) = 207

WERE X(I) REPRE:3ENTs THE SCnE 1117 THE 1TH INDIVIDUAL ON THE VER9AL

REASONING TEST AND Y(I) RESPREsENTS THE ¶.`.CORE OF THE ITH INDIVID'AL

ON ITET SPATIAL RELATIONS TEST SETTINS ALPHA AT THE 001 LEVEL, TEST

fTH Hypo'NESIS THAT THE PUPULATIeN MEAN ON THE y VARIABLE IS 55

Neo 1c:A

ONE HUNDnED APPLICANTS WERE ADMINISTERED A CLERICAL APTITUDE TEST AND

WEPE RATED ON THEIR Jt;S PERFORMANCE WITH THE FOLLOWING RESULTS

MEAN X = 110

MEAN V m 72

VARIANCE X = 99

VARIANCE V u 30

CoVAPIANCE XV = 24

WHI'PE X(I) EPRESEN T:.-; THE SCORE 53,7: THE ITH IN7.::IVIDUAL ON THE nrACAL

APTITUDE TEST'ANO Y(I) R;..*P'aESL-NTS TH177 PERFORMAC: RATINC Or THc

CMPUTE THE-. 9) PERCENT CONFIDENCE NTKRVAL ron THE. POPULATIDN

CnRELATION CN:FFICIENTo

Net* 160

TEN STUDENTS nRE ADYINISTERPT A VERAL FEAN!Nc TEST AND A SpAT1AL
RELATI3NS TEST WITH THE FOLLE)WIN3 RESULTS

(SUM X(I) /=1,N) 43

(SUM Y(I) I=14N) = 42

(SU'ri X(I)X(I) Ia101N) = 522

(SO Y(I)Y(I) IN1N) = 513

(SO X(I)Y(I) In14N) tl 227

'4k7RT x(!) REPEsENTS THF SCC:RE OF THE 1TH 1IVIDU% 3N TW:: VEAL

F;EACDN/NG TEST AND Vtl) TH,7_ 5C0RE THF ITH INDIVIDW1

GN si°A77,4. RELATI, YF.sTo CF);s1PUT': THE 93 PERC:NT C,1.;N7IDENC7 1NTEQVAL

FOR 71!: POPUI-AiiON R2R=.7.3Sib'\: COFFFICIEN7;

;;2; 1f.1 -163-



er4r0,5.1,,,41,

NE HUNDRED SCH:-30L CH/LOREN WFPE GIvEN Twj F0P,As OF THE POsT3N IN7ELLIGENCE

EST WITH THE FOLLOWING RESULTS

MEAN X = 24

MEAN V 24

SIGMA X =

SIGMA y n 6

CORRELATION XY = 30

WEFT XII) REPRESENTS THE SCORE 01= THE ITH INDIVIDUAL ON FRM A ni7

THE TEST AND Y(I) REPRESENTS THE SCeRE OF TK:' ITH INDIVIDUAL ON FrM
B OF THE TESTo COIPUTE THE 90 PERCENT CONFID;ENCE INTERVAL reR THE POPULATION
MEAN OF THE DEPENDENT VARIABLE*

NO9 i62

ONE---HUNDRED AppLICANT'S WERE ADMINIST7D CLEPICAL ApTITUDE TEST AND
WERE ;-.ATED ON THZIR PERFoRMANCr WITH THE FOLLOwING RESULTS

MEAN X r

M.:AN V P 62

VARIANCE X 76

VARIANCE Y 29

CeVARIANCE XY r 22

i ApTITUDE TET AND Y U) ;-_--.PRESr.N(S THr PEr2YorixANC W Or:F.: NAT/:i M7 Iv-;
wHEF1E X(I) r7:YRESENTS YPE SCnFq: CIF TI-47. ITH INDIVIDUAL P.,N THE CLER!cNL

S

i INDIVIDUAL* LIST TH: ASTIPTIOS THAT g!:-- MADE IN TESTING 7P: i-iyr,V-IESIS

liTHAT THE PDPULA7IDN COri:LATIt:N IS ZER0e

Net 163

01.* HUN11'E0 SCH00L CH!LDREN Wpm: GIVrN TWO FORPS OF TH7. pOSTON INTELLIGENCE
TEST WITH THE FOLLOWING RESULTs

MAN X

MEAN

21

siG!1A 7

SIOMA V u 8

CDRRELATION XV = (10

wHEU' x(!) nErmEs:NT7, THE sCe7= c1F THE.ITH ON FfiR:1 A OF
(



IEST AND Y(I) REPN2SNTS THE SCOqi: CF THT. ITH INDIVIDUAL ON Ft-5RM

OF THE TESTo LIST TwE AGSOPTIeN:i Tk,T ArE MADE IN TESTING THE HYPOTHESIS

HAT THr POPULATION REGRESSICN COEFFICIENT IS ZEi?00

164

TEN STUDENTS WERE ADMINISTERED A VER:3AL REASONING TEST AND A SPATIAL

RELATICAS TEST WITH THE FOLLOWING RESULTS

X(I) IviON) 46

(SUM Y(I) Iml4N) P

(SUM X(1)X(I) ImiON)

(SU'l Y(I)Y(1) Ittl/N)

(SUM X(I)Y(I) IcloN)

r 541

c 532

c 224

WHERfl X(I) REPRESENTS THE SCORE CiF THE I'M INDIVIDUAL ON THE VER3AL

PEASDNING TEST AND Y(1) RESPRESENTS THE SCORE (IF TqE ITH INDIVIDUAL

ON THE SPATIAL kFLATIONs yEsT. LIST THE ASSUMPTION3 THAT ARE MADE IN

TESTING THE HYPOTHESIS THAT THE Po%LATION KAN V THE DEPENDENT VrZIABLE

HAS SeME SPECIFIED VALUEo

Neo .5

GIVEN THE FOLLOWING SET OF ORDERrp PAIRS (woo

ce IMRE

(305) (4,6) (5,7) (4,6) (s 8)

(4,2) (s,4) (6415) (536) (74,7)

(3;4) (4,)) (p6) (61,7) (7P8)

(3;3) (642) (545) (3$6) (ELIS)

Ao MEAN SQUARE LINEAR REGRESSION

Do MEAN SQUARE DEVIATION FROM LINEAR REGESSION

Co MEAN SOUARE ERRORo

NOG 166

GIVEN THE Fe[LOWING sT OF ORD7RED pi\IRS (*Y) i

(2,3) (3s4) (4,15) (67) (7;8)

C2p CSI4) (6P2) ::::: (3:6) (8,3)IA



(0,1R) (4,31 ( 5 94) (615) (5,() (7/7)
: .

(2;4) (0,C) (:6) (11,7) (4,6i ( 6: 8 )

TECT THE HYPOTHESIS THAT THE REGRESSIbN

NO0 167

IS or Y ON X IS 1,INEAR0

A SAMPLE CP MICHIGAN STATE UNIVERSITY STUDENTS )t4AS ADMIN1STED THE BOWN

SCMLATIC Ar4TITUDE TEST ALONG W!TH THE GRADUATF PrCbRD EXAMINATION0

IN THIS SAMLE THE UMELATION BET'vIEEN THE TW) TesTs WAS 060 A SE:COND

OPLE FROM RUTGERS uNIVERSITY WAS ALSU GIVEN THE TWO TESTSc IN THE

RUTGEWJ SAMPLE THC CVMELATION BETWErN THE TWO TESTS WAS 040 TLST THE

HVOTH7.SIS THAT DFFERENCE BETWEEN TH7 CORRESPONDING POPULATION CBRRELATION

COEFrICIENTS IS ZERO*

-166-


