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A computer program generating question series for achievement examinations
was presented and the relative reliability of computer-generated and
instructor-selected items was investigated. To provide validity for examinations
generated by an original computer program, representative processes of
construction and sampling were operationally defined. A behavior list representing a
molar analysis of essential topics in elementary stafistics was prepared from text and
dass materials, and one or more item forms (performance questions) for each item in
the list were defined. The program generated examinations by randomly selecting item
forms from each element referenced. Two university level elementary stafistics
dasses received a series of examinations composed of both computer-generated
and instructor-selected items. While items selected by an instructor were found to
have greater reliability, the computer-generated series evidenced coefficients of an
| acceptable level. Student reaction was considered favorable, with difficulty and
. fairness of computer- and instructor-supplied items judged comparable on a
| post-examination  questionnaire. The  further development and wuse of
. computer-generated examinations were considered substantially encouraged by the

| obtained data. (SS)
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Summnary

This study is based on the concept that it is possible to define
what a test is measuring by specifying operational procedures for
the construction and sampling of test items. The implementation of this
point of view involves definition of meaningful stimulus classes and
systematic sampling from the classes so defined. This study explores
the possibilities of using a digital computer for item sampling from
predefined stimulus classes.

The primary purposec of the study was to tryout the concept of
computer generated test items in the context of an actual course of
instruction to determine the operational feasibility of the techni-
que. The study consisted of three phases (1) deveclopment of a com-
puter item gencrating program, (2) specification of a system of item
forms in the content area of elementary statistics and (3) tryout of
jtem sentences sampled from the universe of content using college
students in elementary statistics.

The criteria used to evaluate the computer generated item tech-
nique consisted of (1) the reliability of computer generated items
compared with instructor made items (2) student reaction to the
technique and (3) general experience in attempting to generate items
by computer.

The results of the study suggested that the computer gener-
ated test items used in the study were slightly less reliable than

the instructor made items. However, the reliability of the computer

S VP A R

ST TR REF L8150



generated items was not unacceptably low. Student reaction to the
technique was generally positive and there were increasingly favor-
able recactions as some of thc bugs were worked out of the method.
Experience with using a computer to generate test items
suggested that the method used in this study was quite limited and

that more flexible data structurcs will be required.

ﬁu«mmdmmmmmmﬁa%@ s

A s A S




T rovied oy ENG
wﬁws},wmmmww»das:rwa&‘gnmm%,m%ﬁm«wmww,mmﬁmm —_—

Chapter 1
Background and Purpose

A. Theoretical Background

An extended discussion of the theoretical background for this study
has recently been published in the Journal of Educational and Psychologi-
cal Measurements, Osburn (1968); therefore only a condensed version is

offered here. The interested reader is referred to the longer paper.

The basic theoretical concept is that the objective of achievement
testing is generalization to a well defined universe of content. ‘e
are usually not intrinsically interested in an examinee's performance
on the particular items in a test. Rather we would like to make infer-
ences regarding his knowledge and skills with respect to some larger
content domain. The typical achievement test is an arbitxary collection
of items - of little value unless valid inferences can be made regard-
ing the examinee's behavior in some wider context.

The usuval approach to the measurement of achievement is to think
of the examinee as possessing a measureable amount of 'knowledge" where
knowledge has the status of a hypothetical construct mediating behavior
on the test with other important behaviors of the examinee. Knowledge
is conceptualized implicitly as a latent hypothetical continuum and the
measurement problem is reduced to a question of making inferences about
the latent hypothetical continuum from analysis of responses to test
items. Somewhere along the line the hypothetical continuum is given a
name such as number facts, 10th grade mathematics, etc. and the
illusion that something meaningful is being measured is complete.

There are many serious problems with the ‘abeve described approach
to achievement testing. First and foremost it is very difficult to
establish what an achievement test is measuring in functional terms.

The usual strategy is to attempt to determine the construct validity of
the test. This seems reasonable except that in actual practice it often
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comes down to corrclating scores on onc set of arbitrary items with

a second sct of equally arbitrary items where both sets are referred
to the same or similar constructs, This is not to say that achieve-
ment testing is completely arbitrary. Subject matter outlines are
drawn up and the items are often distributed in some systematic fash-
ion across subject matter elements. lilowever, as a rule items are not
sampled in any rigorous sense and there is not a direct link between
the definition of the universe of content and the items that appear
on any particular test. To establish such a link requires that all
items that could possibly appcar on the test to be specified in
advance so that random or stratified random sampling can be rigor-

ovsly implemented.

The basic strategy of the present study is to attempt to define
what the test is measuring by specifying the operational procedures
for the construction and sampling of test items. Validity is not est-
ablished solely by refercnce to the responses of examinecs, but rather
by a careful definition of the stimuli. To paraphrase Hively, Patter-
son and Pagc (1968) - Classes of stimuli may be defined by stating

sets of rclevant and irrclevant properties. Classcs of responses may -

be defined by stating one or morec properties or criteria. Knowledge
may thcn be operationally defined as a functional rclation between
certain classes of stimuli and classes of responses. One can ''diag-
nose'" an individual's knowledgc by testing nim with sample of stimuli,
varying the stimulus propertics systematically, and observing the

occurence of defined responscs.

In principle at least the validity of an achievement test may be

cstablished for a singlc subjcct by showing that a functional rclation-

ship exists betwcen classes of stimuli and classes of responses. The
implementation of this point of vicw involves definition of meaningful
stimulus classes and the systcmatic sampling from the stimulus
classes so defined. In th¢ author's opinion the definition of stim-

ulus classes is the principle problem in achievement testing.

e SR S e P rint s am b .
e oy o A

T L TP

SO Lo e T LA LR

S0 A Rt A SRR R S0

s
i

it St B

A SRR

o S I B R

e
"




T RS AL G T A LSt A e et o oo oA s o s

e R S L T A AR M MR L s Al AN A NP O
- bttt

- uitecnzetd

&)
P R A T Ry T o R TSP T P B

One possibility for the systematic sampling of items from a
defined set of stimulus classes is to analyze the content domain into
a hierarchical arrangement of item forms and develop a program for a
digital computer that will compose item sentences given a suitable
vocabulary and structural codes for the item forms. An item form has
the following characteristics: (1) it generates items with a fixed
structure; (2) it contains one or more variable eiements; and (3) it
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defines a class of item sentences by specifying the replacement sets
for the variable elements. An item form may be very general or
abstract or quite specific and particular. The analysis of a content
domain into item forms proceeds from the general to specific in much
the same way as an ordinary subject matter outline with one crucial

difference - in item forms analysis there is an unbroken link between
the abstract system and the individual item sentence. This property
makes it possible to unambiguously define a universe of content as an
hierarchical arrangement of item forms together with the replacement

sets for the variable elements.

B. Purposc
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The primary purpose of this study was to tryout the concept of
computer generated test items in the context of an actual course of §
instruction to determinc the operational feasibility of the technique.
The statistical characteristics of computer generated items as compared
: with instructor made items and student reactions to the computer
items were the principle criteria used to access feasibility along with
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experience in attempting to actually implement the procedure.
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Chapter 2

Method and Procedures

A. The Computer Item Gencrating Program

During the summer of 1967 a ccmputer program was developed by
David Shoemaker and the author for generating test items using the
item form concept. The program was multi-purpose in thc sense that
(1) it could accept as data the raw material for item forms; (2) it
could stratify item forms into classes or strata for sampling pur-
poses; and (3) it could generate random item sentences according to
the sampling plan specified by the investigator. The program was in
block form in the sense that the various phases of the item genera-
tion process were independent of each other and could be initiated
by means of a control card. The process of item generation was
broken down into the following phases:

1. Coding of Replacement Sects - Replacement sets for item forms

were inputted as character data. The computer program coded the
replacement set in such a way that the set could be referenced and
an element of the set could be randomly selected as needed.

2. Random Number and Frequency Distributions - The program pro-

vided for the generation of several types of random numbers, frequency
distributions, probability distributions and joint distributions.

The program operated on code read in as part of an item form or ran-
dom replacement set. The code specified the desired characteristics
of the random number, frequency distribution, etc.

3. Coding of Item Forms - Item forms were inputted as character

data, coded references to random replacement sets, and coded refer-
ences to random numbers. The computer coded the item forms in such
a way that the item form could be referenced by number and the com-
puter could assemble the various elements of an item form and print

out a particular item sentence.
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4. Stratification of Item Forms - Stratification of item forms

was accomplished by inputting item form code numbers referenced to

the desired strata. Thus, stratification could be modified by data
input.
5. Generation of Tests - The computer program generated tests by

selecting one random item sentence from each stratification referenced

by the input command. If morc than one item per strata was desired,

the strata was multiple refercnced.

The program was writtcn in FORTRAN IV compatible with the Sigma

7 and the 7090 series computers. Four tapes were utilized for data
storage. Data for about 100 item forms could be stored and processed

in one pass through the computer. The users manual describing the

b5 e o T

control cards and the various random number and format codes is pre-
: sented in Appendix E of this report. The program statements are

presented in Appendix F.

B. Development of Item Forms

The first stage in the development of the item forms used in this
study was to construct a behavior list covering significant tasks that
the compctent student should be able to-perform correctly. The scope

of the behavior list was roughly equivalent to chapters 1-10, 16 and
17 in Statistics for Psycihologists by William L. Hays. The behayior

list represents a rather molar analysis of the chosen topics in elemen-
tary statistics and assumes that the student has access to a text and
class notes. As it turned out many of the items on the behavior list

A R R T Y

were not applicable to the classes in elementary statistics on which
data were collected. The text actually used in the experimental
classes was Fundamental Statistics in Psychology and Education by J. P,

Guilford. For this reason many of the items on the behavior list
were not used in the present study. The behavior list is presented
in Appendix A of this report.
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Item forms were developed by taking each element of the behavior
list and attempting to define one or more item forms for the behavior
element. The item forms that emerged were heavily computationally
oriented. This was partly due to the open book type of examination for
which the item forms were designed, and partly due to the bias of the
author. A writing team would be required to develop a really compre-
hensive set of item forms. The objective of this pilot study was to
evaluate the feasibility of the procedure rather than develop a com-

prehensive set of item forms.

One other characteristic of the item forms used in this study was
that they were not completely specified as to content. Only the general
structure was specified and the actual content of the item form was
developed as it was composcd for computer input. The item form list is
presented in Appendix B of this report. Onc random item sentence

from each item form is presented in Appendix G.

C. Experimental Tryout of Item Forms
1. Samples
Two samples were used in this study. The first sample con-
sisted of 27 students in a senior level course in elementary statistics
for psychologists at the University of Houston durirg the fall semester
of 1967. The text for the course was Fundamental Statistics in Psychol -

T T N =

ogy and Education by J. P. Guilford. The course was taught by the

author. The general characteristics of the sample were as follows:

Of the 27 students 78% (21) were taking their first statistics course.
While the majority of the students were psychology majors (14), a
wide variety of majors were represented: biology, math, speech, econ-
omics and English. The mean age of the sample was 24.7 years (SD=4.8)

and 67% (18) were male. A majority were undergraduates (16).

A second sample of students taking the same course was
studied during the spring semcster of 1968. The instructor and text
were the same as for the first sample. The characteristics of the

second sample were as follows: Of the 21 students 86% were taking

-8-
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their first course in statistics. Only about one-fourth of the students
were psychology majors with a wide variety of majors other than psychol-
ogy represented. The mean age of the sample was 24.48 years and 71%

(15) were male. Thirteen werc undergraduates and 8 were graduate students.

2. Experimental Tests

Three tests werc administered to the Fall-1967 sample. For
comparison purposes the tests were composed of a mixture of computer
generated and instructor made items. The item composition of each test
is presented in Table 1. It is important to note that the computer
generated items were not truly random item sentences as some selection
among computer generated items was required due to difficultics with
the computer program. It can be said that the computer generated items
were representative but not truly randomly sampled. All tests used
in the study are presented in Appendix C of this report.

Since it was necessary to terminate the study prior to the
end of the spring semester 1968, only two experimental tests were stud-
ied for the spring 1968 sample. The composition of these two tests
is also presented in Table 1.

One to two weeks prior to cach test samples of two random
item sentences from each item form that could appear on the test were
passed out to the students as study guides. The students were told
that some of the items on the forthcoming test would be randomly sampled
from the same universe of content as the sample items. It was made
clear that in all probability exact duplicates of the sample items
would not appear on the test.

3. The Student Questionnaire
A questionnaire was constructed for the purpose of assessing
student reaction to the computer generated items. This questionnaire
was given to the fall-1967 sample just after the final examination in
the course. It was given to the spring-1968 sample about one week after
the second examination. A copy of the student questionnaire is in
Appendix D of this report.

3 :




Chapter 3

Results, Discussions and Conclusions

A. Results on thc Fall-1967 sample
1. Statistical Characteristics of Computer Items

The threc tests given to the £fall-1967 sample contained a
mixture of instructor made and computer generated items so that com-
parisons could be made. It should be emphasized that these compari-
sons are in no way definitive since the instructor made itecms were

arbitrary and the computer program from time to time generated defec-

tive items so that these items were not truly randomly sampled. Never-

theless, a rough idea of the statistical characteristics of the com-
puter items can be obtained while recognizing the limitations of the
study.

The item means, standard deviations and intercorrelations
for the three tests are prescnted in Tables 2a, 2b and 2c. Inspection
of these tables shows that the items within a particular test were
moderately intercorrelatcd with test 2 having the most homogeneous
items. Also the item total score correlations are in the expected
range with the exception of two items (item 5 in test 1 and item 2
in the final examination). Both of these items were computer gener-
ated. The suggestion from these data is that the computer generated

items may be a little less homogeneous than the instructor made items.

The overall results are presented in Table 3. These data

show that the computer gencrated items were slightly less reliable per

item than the instructor made items. This is also reflected in the
slightly lower average item-sum score correlations for the computer
generated items. Test 1 consisting of computer items only showed the
lowest reliability. Thus the weight of the evidence points to a slightly
lowver reliability for the computer items. On the other hand the dif-

ferences are slight suggesting that the price in lower reliability that
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Table 1
Item Composition of Tests

Fall-1967 Sample

Item Classification Test 1 Test 2 Final Total

Instructor Items 0 4 4 8

Computer Items 7 5 6 18

Total 7 9 10 26

Spring-1968 Sample

Item Classification Test 1 Test 2 Total :

Instructor Items 3 1 4 ﬁ

Computer Items S 6 11 :
§

Total 8 7 15
§
|
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Table 3

Item-test Correlation and Estimated

AP

Reliabilities: Fall-1967 Sample ?
;
Estimated Reliability :
- 1 - 2 3 4 4

N r r Test Item

gt gs

Test 1 7 .59 .49 .65 .21

Test 2 9 .71 .63 .84 .37
Final 10 .60 .58 .93 .56 '}
Instructor 8 .61 .77 .29 |
Computer 18 .56 .85 .24 §
i |
1. rst - The average item-test score correlation for each test. :
2. r s ~ The average item-sum score correlation where the sum score %
g is the sum of the three tests. )
3. - Coefficient alpha computed by analysis of variance. §
|
4. - Estimated reliability per item. ;
|
%
g
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one might have to pay for the advantages of the computer item techni-
que may not be too high.

2. Student Reaction to Computer Generated Items
Immediately following the final examination the student ques-
tionnaire was administered to the fall-1967 sample for the purpose of
evaluating their reaction to the computer generated items. The first
two questions concerned an evaluation of the perceived difficulty and
effectiveness of the course as a whole.

1. Please rate the difficulty of the course in terms of
learning to understand statistical concepts.

22% Very difficult
26% Moderately difficult
33% About average
19% Moderately easy
00% Very easy
2. To what extent do you think this course was effective
in teaching statistical concepts?

26% Very effective

48% Moderately effective

19% About average

04% Moderately ineffective

03% Very ineffective

Responses to these two items indicate that the majority of

the students felt that the difficulty level of the course was average
to difficult in terms of the concepts involved and that the instruction
was moderately to very effective. Surprisingly, students with a prior
statistical P-:kground tended to judge the course as being more dif-
ficult than the non-experienced students. The open-ended comments to
this question suggested that the course would be more effective if the
concepts had been related more closely to practical applications. This

criticism was also made of the computer items.

The next two questions were concerned with the extent to
which the sample computer generated items helped to define the objec-
tives of the course.

-16-
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3. Prior to each test you were given samples of statistics
problems drawn from a defined universe of content.
a. To what extent did you use these sample problems to

study for the test?

00% Used as only source

19% Used more than any other sources
59% Used equally with other sources
22% Used other sources more

00% Did not use at all

To what extent did you feel that the sample problems
adequately defined what you had to learn in the course?

37% Very valuable

56% Somewhat valuable
00% Of no value

04% Somewhat detrimental
03% Very detrimental

Responses to these two items indicate that according to student
report the sample items were of definite value in defining the objectives
of the course and that the sample items tended to be used as study
guides about equally with other sources of information. Open-ended
comments on this question suggested that the sample problems would have

been more meaningful if the answers had been provided.

Four questions asked for a comparison between the computer gen-

erated items and instructor made items.

4. Some of the problems on your tests were generated by a com-

puter from a defined universe of content.

Did you find the computer generated items more difficult

or easier than instructor made items?

30% Very difficult

26% Somewhat more difficult
41% About the same

04% Somewhat casier

03% Much easier

b. Do you feel that your knowledge of statistics could be

-17-
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adequately tested using only test problems sampled by
the computer?

S e o e A et

04% All of the time

30% Most of the time

41% Some of the time

15% Little of the time

11% Very little of the time

petstt it e st i

4 c. How did the computer generated problems compare with

O

instructor madec problems in terms of fairness?

19% Very fair

s et

; 07% Modcrately fair

] 44% About the same

! 26% Moderatcly unfair

§ 04% Very unfair

% d. Do you think that it would be desirable to draw all test

i problems from a defined universe of content?

i 26% Very desirable

. 44% Somewhat desirable

. 11% Does not matter

% 15% Somewhat undesirable

: 04% Very undesirable

i

% Responses to the above four items indicate that computer gen-

? erated items were perceived as more difficult than instructor made items

% and about the same in terms of fairness. The majority indicated that

i knowledge of statistics could be adequately measured at least some of
the time by computer generated items and it would be somewhat to very

i desirable to draw all test problems from a defined universe of content.

g Open-ended comments on these items suggested that the computer gener-

1 ated items were more difficult because of notation problems introduced

? by the limited character set for computer print out.

b B. Results on the Spring-1968 sample

% 1. Statistical Characteristics of Computer Items

1 Only two tests were studied on the Spring-1968 sample due to

) the necessity of terminating the study by June 1, 1968. The item

f -18-
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composition of thcse tests is presented in Table 1.

The item mcans standard deviations and intercorrelations are
presented in Tables 4a and 4b. These data show that the items within
a particular test arc moderately intercorrelated with test 1 having the
most homogeneous items. Only two of the fifteen items failed to corwve-
late with the total score for that test (item 4 in test 1 and item 3 in
test 2) both of these items were computer generated items. Thus as
was found in the previous sample the computer generated items appear
to be a little less homogeneous than instructor made iteas.

The overall results are presented in table 5. These data show
that thce computer generated items are considerably less reliable per
item than thc instructor made items. Thus, the finding of lower relia-
bility for computer item that emcrged in the Fall-1967 sample appears

to be strengthened by these data.

2. Student Reaction to Computer Items
The student questionnaire was administered to the spring-1968

sample about one week following thc sccond test. Responses of the
spring-1968 sample to the first two questions were as follows:

1. Plecase rate the difficulty of the course in terms of learning

to understand statistical concepts.

10% Very difficult

33% Moderately difficult
29% About avecrage

29% Moderately casy

00% Very easy

2. To what extent do you think that this course was effective in

teaching statistical concepts?

38% Very effective

48% Moderatcly effcctive
14% About average

00% Moderatecly incffective
00% Very ineffective

The spring-1968 sample shows a more positive response to items

1 and 2 than did the fall-1967. The course was seen as significantly less

-19-
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Table 5
Item-test Correlation and Estimated
Reliabilities:Spring-1968 Sample

Wuyﬁmx:r:.wvmmmnwz#mm‘

Estimated
N ;1 ; ® Test>
gt gs
Test 1 8 71 .63 .83
Test 2 7 .66 .61 77
Instructor 4 .78 .72
Computer 11 .67 - .76

Reliability

Item4

.38
.32
.39
.o 22

gs is the sum of the three tests.

4. - Estimated reliability per item.

L s b S S N T

l. t 1. The average item-test score correlation for each test.

2. 1 - The average item-sum score correlation where the sum score

3. - Coefficient alpha computed by analysis of variance.
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difficult and somewhat more effective. Open-ended comments on these
two questions suggzested that knowledge of algebra makes this course

Eo e

much easier.
( * * » *
Responses to questions regarding course objectives were as

AT R

follows:
] 3. Prior to each test you were given samples of statistics
é problems drawn from a defined universe of content.
| a. To what extent did you use these sample problems to study
-f for the test?
] 00% Used as only source
62% Used more than any other source
29% Used equally with other sources
% 10% Used other sources more
’ 00% Did not use at all
b. To what extent did you feel that the sample problems
adequately defined what you had to learn in the course?
A 86% Very valuable
? 14% Somewhat valuable
% . 00% Of no value
p 00% Somewhat detrimental

00% Very detrimental

There was a significant increase in favorable responses by the
spring-1968 sample as compared with the fall-1967 sample for both of the
above items. This was possibly due to the fact that the sample items
contained fewer flaws than in the first study. Also several of the

notational problems noted earlier were corrected.

The next four items were concerned with a comparison between

instructor made and computer generated items.

4. Some of the problems on your tests were generated by a
computer from a defined universe of content.
a. Did you find the computer generated problems more diffi-
cult or easi;r than instructor made problems?

: 00% Very difficult
f 24% Somewhat more difficult
« $2% About the same
24% Somewhat easier
00% Much easier

%U -23-
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b. Do you feel that your knowledge of statistics could be
adequately tested using only test problems sampled by the

computer?

J0% All of the time

62% Most of the time

29% Some of the time

00% Little of the time

00% Very little of the time

c. How did the computer generated test problems compare with
instructor problems in terms of fairness?
19% Very fair
14% Moderately fair
67% About the same

00% Moderately unfair
00% Very unfair

d. Do you think that it would be desirable to draw all test

problems from a defined universe of content?
38% Very desirable
29% Somewhat desirable
19% Does not matter
10% Somewhat undesirable
05% Very undesirable

Again the responses of the spring-1968 sample were more posi-

tive on the above items compared to-the fall-1967 sample. There was a

significant shift on items 4a and 4b while the shifts on the other two
items were not statistically significant. In general the spring-1968
sample reported that the computer gcnerated items were less difficult

and more fair than did the previous sawpie. This was probably due to

corrections in the notation and wording of some of the item forms.

The results on student reaction to the technique suggested that as
the bugs are more fully worked out of the item forms, student reaction

will be very positive.
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C. Discussions and Conclusions

The results of this study suggest that the reliability of computer
generated test items is somewhat lower and more variable than instructor
made items used for comparisorn. However, reliabilities for the computer
items were in the acceptable range and it should be emphasized that the
reliability results are not so discouraging as to suggest abandonment of
the technique. Somewhat lower reliability may be the price one has to
pay for the advantages of systematic sampling of items from a defined
universe of content. Also further refinement of item forms could
possibly correct this difficulty. In addition, computer items proved to
be quite acceptable to students - especially in the second sample after
improvements were made in the item forms. One can conclude that the
results of the study were encouraging but there are a number of problems

with the technique.

One major problem was the computer generating program. The program
was quite adequate to implement the general strategy on which it was
based but the strategy behind the program was probably faulty. Exper-
ience in attempting to construct item forms with the random replacement
set approach suggests that this general strategy is very limited,
because there are too many dependencies in a complex item form to easily
represent the item form as a combination of fixed elements and random
replacement sets. The program run time was very slow and the system
proved to be cumbersome and difficult to debug. It appears from hind-
sight that what is needed is a data structure that is more ideally suited
to the representation of data dependencies. Probably the most promis-
ing approach is to represent item-forms as tree structures. This data
structure appears to offer maximum ability to represent dependencies in

ad item form.
Another severe limitation of the item generating program used in
this study was that the correct answer to the item sentence is not pro-

vided by the program and to add this feature to the present program
would be a formidable task. Representing an item form as a tree
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structure would simplify the task of generating the associated correct
answer at the same time as the item sentence is composed.

It is concluded that, in spite of the difficulties, the possibil-
ities for generating well defined classes of items by computer seem to
be excellent. As more advanced data structures are devised the repre-
sentation of item forms may be expected to become more flexible and
refined. The payoff in terms of improvements in achievement testing
will more than make the effort worthwhile.
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BEHAVIOR LIST FOR ELEMENTARY STATISTICS ﬂ

THE STUDENT IS ALLOWED TO USE THE TEXT AND ANY NOTES THAT HE
DEEMS TO BE USEFUL. THE COMPETENT STUDENT IS EXPECTED TO BE
ABLE TO DO THE FOLLOWING THINGS:

Pilot Project on Computer Generated Test Items

University of Houston
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1. Sets, Relations, and Functions

a. Perform set algebra on complicated expressions.

R R e PN B e T P R N T N T K TR

b. Graph or list the elements in a set product.

c. Graph or list the elements in a relation.

d. List the elements in thc domain or range of a function.
Distinguish between functions and non-functions.

£f. Read functional notation.

e o S e v esaence
°

Distinguish between continuous and discrete functions.

L]

2. Elementary Probability Theory

a. List elements in finite sample spaces and subspaces of
finite sample spaces.

b. Compute the probability of events defined as subspaces of
finite sample spaces.

% 3. Frequency Distributions

a. Identify the upper and lower real limits, the upper and lower
apparent limits, and the mid-points of class intervals.

% b. Construct a frequency polygon for a given distribution.
r c. Construct a histogram for a given distribution.
d. Construct a cumulative frequency distribution.

e. Compute probability of an event using frequency distribution.

4. Probability Distributions

é a. Convert a frequency distribution into a probability distribution.
! b. Construct a histogram from a probability distribution.

Construct a relative frequency polygon for a discrete probability
distribution.

d. Compute probability of event using probability distribution..

o MRS
(¢]

% e. Compute the probability density of a simple continuous random
variable.

f. Graph a simple continuous density function.
g. Compute areas of a simple continuous density function.

[

aira no FEEESS D
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S. Conditional Probability

a. Compute the probability of a joint event defined as over-
lapping subsets.

b. Compute the conditional probability of an event.

c. Apply Bayes Theorem. ;
d. Identify a joint distribution as independent or dependent.

p 6. Permutations and Combinations

f a. Compute the number of sequences generated by N trials; k out- :
q comes per trial. ;

b. Compute the total number of possible orders of n objects.

2

c. Compute the number of possible ordered combinatiors of x : <7
objects selectced from n objects.

d. Compute the number of possible combinations of x objects
selected from n objects, f

e

: 7. Binomial Distribution
| a. Compute the probability of x successes in a binomial distribution.
é b. Graph a binomial distribution.

| c. Compute the probability of some combination of successes when
1 sapnpling from a binomial distribution.

8. Multinomial Distribution

g a. Compute the probability of obtaining a specific distribution
when sampling with replacement from a given frequency distribution.

1 9. Hypergeometric Distribution

a. Compute the probability of obtaining a specific distribution
when sampling without replacement from a given frequency
distribution.

“ sl

=

T

10. Summation Notation

T i—xi—‘

summation notation.

1] -31-
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b. Given a rectangular table compute the sum of products.

c. Given three rectangular blocks of 1 digit numbers sum any
combination of blocks or parts of blocks.

11. Descriptive Statistics

a. Compute the mean and standard deviation of a frequency distribution.

b. Compute the median and semi-interquartile range of a frequency
distribution.

c. Decide whether or not to use the mean or median to describe a
distribution.

e B T PR A T e E A e A SE e g P ST

d. Compute any arbitrary percentile point of a frequency distribution.
e. Compute any arbitrary percentile rank of a frequency distribution.

f. Transform raw scores to standard scores with arbitrary mean
and standard deviation.

3 12. Algebra of Expectations
a. Given a discrete probability distribution compute the expected
value for any small power of x (the raw moments of x).

b. Given a discrete probability distribution compute the lower
order moments about the mean.

RSP I TN T s T

c. Given two discrete probability distributions compute the expected

t &
1 value of a linear combination of X and Y. ]
d. Compute the mean and variance of simple continuous probability é

distributions. é

3

g 13. Point Estimation g
]

a. Identify the properties of a given estimator.
Compute the standard error of thc mean for any arbitrary distribution.

o

c. Compute the sample size required for a given accuracy of estimation
(law of large numbers).

d. Estimate the standard error of the mean by pooling.

s oo

g B L K i P T

-

14. Normal Distributions

a. Compute the density of X sampled from a normal distribution
with known mean and variance.

-32-
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b. Computc arcas of a normal distribution with known mean and variance.

c. Compute the probabilities of specified values of linear combinations
of independunt normal variables.

d. Identify approximately normal distributions.

g e¢. Compute areas using thc normal approximation to the binomial
f distribution.

15. Hypothesis Testing

a. Given a verbal problem state the hypothesis together with its
alternative and region of rejection.

TS

b, Test an hypothcsis about the mean of a normal distribution with
known variance.

k c. Compute the probability of a type I error made in rejecting the
null hypothesis.

Compute confidence intcrvals for the population mean for normal ]
distribution with known variance. !

e. Compute the power of the test to reject the null hypothesis against
a true alternative for normal distribution with known variance.

e T e
o

] f. Tecst hypothesis about the difference bctween means of two
% independcnt samples for normal populations with known variance.

g. Compute the probability of a type I error made in rejecting the
null hypothesis for two independent samples from a normal dis-

i tribution with known variance.

i h. Compute the confidence intervals for Muj - Muy given two |
i independent samples from a normal distribution with known i
] variance. 5
f i. Compute the power of the test to reject the null hypothesis ]
1 against a true alternative given two independent samples from %

f a normal distribution with known variance.

j. Test hypothesis about the difference between means for two
dependent samples from a normal distribution with known variance.

w

? Compute the probability of a type I error made in rejecting the
| null hypothesis for two depcndent samples from a normal distri-
bution with known variancc.

Compute the x percent conficcnce interval for Mu; - Mu, for two
dependent samples from a normal distribution with known variance.

ERSRP
[
[ 2

m. Compute the power of the test to reject the null hypothesis for
two dependent samples from a normal distribution with known

variarmnce.

DR PR S S T

RS
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16.

17.

n.

Compute the samplc size rcquired for a given power against a
truc alternative for two independent samples from a normal
distribution with known variance,.

Tests Using Student's t

a.

b.

Test hypothesis about the mcan for normal distribution with
unknown variance.

Compute the x percent confidence interval for the mean of a
normal distribution with unknown variance.

Test null hypothesis for two independent samples from normal
population with unknown variance.

Compute the x percent confidence interval for Mu, - Mu, for two
independent samples from normal population with unknown variance.

Test the null hypothcsis for two dependent samples from a normal
population with unknown variance.

Compute the x percent confidence interval for Mu; - Mu, for two
dependent samples from a normal population with unknowfi variance.

Correlation and Regression

a.

Given the variances, means, and covariance for two variables,
compute the standard score, deviation score and raw score
regression equations.

Given the variances, means and covariance for two variables,
compute the sample standard error of estimate, the proportion of
variance accounted for or not accounted for and the population

standard error of estimate.

Given the variances, mecans and covariance for two variables, test
the hypothcsis that the population correlation is zero, the
population regression coefficient is zero and the population Y
mean is some specified value.

Given the variances, means and covariance for two variables
compute the x percent confidence interval for the population
correlation, the regression coefficient and the Y mean.

List the assumptions madc in testing the hypothesis that the
population correlation, regression coefficient is zero or that
the Y mean is some specified value.

Compute mean square linear regression, mean square deviations
from linear regression and mean square error.

Given the correlation between the same two variables for two
independent samples, test the hypothesis that the difference
between thc two population correlations is some specified value.

-34-
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18.

Chi Square Distributions

a.

b.

Compute the mcan and variance of a Chi Square distributions with
N degrees of freedom.

Test hypothesis about the variance of a normal population given
a sample of size N.

Test hypothesis about the goodncss of fit of a sample frequency
distribution to a given distribution.

Test hypothesis about tihc goodness of fit of a sample frequency
distribution to 2 normal distribution.

Test hypothesis of no association between two variables in
a joint frequency distribution.

Test hypothesis of no association in a fourfold contingency
table.

Test hypothesis of no association using Fisher®s exact test.

Test hypothesis about correclated proportions in a fourfold table.

Compute the Phi coefficient on a fourfold table.

Compute Cramer's statistic for a rectangular table.
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1. Sets, Relations, and Functions
a. Perform set algebra on complicated expressions.

001 Data: Four overlapping sets defined by listing elements.
Task: Tabulate the clements in a set expression.

002 Data: Four overlapping integer scts of the form (X/X is an
integer, a<X<b).
Task: Tabulate thc elements in a set expression.

003 Data: Three hypothetical overlapping sets with complete
information on the number of elements.
Task: Compute the number of elements in a set expression.

004 Data: Two set expressions related by an equal sign.
Task: Prove that the left side is equal to the right side.

b. Graph or list the elcments in a set product.

005 Data: Two non-overlapping sets defined by listing elements.
Task: Tabulate the elements in the set product.

006 Data: Two non-overlapping sets defined by listing elements.
Task: Graph the set product.

007 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b).
Task: Tabulate the elements in the set product.

008 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b).
Task: Graph the set prcduct.

C. Graph or list the elements in a relation.

009 Data: Two non-overlapping sets defined by listing elements.
Task: Tabulate elements (in the set product) that have a
common property.

010 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b), and a reiations of the form f(X)=g(Y).
Task: Tabulate the elements (in the set product) that satisfy
the relation.

Pilot Project on Computer Aided Item Sampling
University of Houston
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011 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b), and a relation of the form f(X)=g(Y)
Task: Graph the clements (in the set product) that satisfy
the rclation.

List the elements in thc¢ domain or range of a function.
012 Data: Two non-overlapping sets of the form (X/X is an
integer, a<X<b), and a function Y = f(X).
Task: Tabulatec thc clements in the range or domain.
013 Data: Two sets defined by listing clements and a relation
defined by a common property.
Task: Tabulate the clements in the range or domain.

Distinguish between functions and non-functions.

014 Data: Functions and non-functions.
Task: Is the relation a function and why or why not?

Read functional notation.

015 Data: A function with specified range and domain.
Task: @ivenh a X value compute the corresponding f(X) value.

Distinguish between continuous and discrete functions.
016 Data: Either a discrete or a continuous function of the form

Y = £(X) with a specified domain.
Task: Is the function discrete or continuous and why?

Elementary Probability Theory

a.

List elements in finite sample spaces and subspaces of finite
sample spaces.

017 Data: Hypothetical random process; 2 trials; k outcomes -
per trial.
Task: Tabulate all elements in the sample space.

018 Data: Hypothetical random process; 2 ir..'< Kk outcomes
per trial.
Task: Compute the number of elements in the sample space.

019 Data: Hypothetical random process; 2 trials; k outcomes
per trial.
Task: Tabulate the clements with a common property.
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020 Data: Hypothetical random process; 2 trials; k outcomes :
per trial. 3
Task: Computc the number of elements with a common property.

021 Data: Hypothetical random process; n trials; k outcomes H
per trial.
Task: Computc thc number of elements in a subset of the
sample space.

022 Data: Hypothetical random process; n trials; k outcomes
per trial.
Task: Tabulate the clements in a subset of the sample space.

b. Compute the probability of events defined as subspaces of finite
sample spaces.

023 Data: Hypothetical random process; 1 trial; k outcomes
per trial.
Task: Compute the probability of an event defined as a
subset of the sample space.

024 Data: liypothetical random process; 2 trials; k outcomes
per trial.
Task: Compute the probability of an event defined as a *
subset of the sample spaces.

025 Data: Hypothetical random process; n trials; k outcomes
per trial. ki
Task: Compute the probability of an event defined as a
subset of thc sample space.

3. Frequency Distributions.

a. Identify the upper and lower real limits, the upper and lower
apparent limits, and the mid-points of class intervals.

| 026 Data: Frequency distribution.
Task: a. Compute the midpoints.
b. Compute thc upper and lower real limits.
c. Identify the apparent limits of specified
class intervals.

b. Construct a frequency polygon for a given distribution.

027 Data: Frequency distribution. |
Task: Draw a frequency polygon for the given distribution.

028 Data: Rectangular table of 1-digit numbers.
Task: Draw a frequency polygon.

-39-
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a.
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Construct a histogram for a given distribution.

029 Data: Frequency distribution.
Task: Draw a histogram for the given distribution.

030 Data: Rectangular table of 1-digit numbers.
Task: Draw a histogram.

Graph the cumulative frequency distribution.

031 Data: Frequency distribution.
Task: Graph thc cumulative frequency distribution from

the given distribution.

032 Data: Hypothetical frequency distribution.
Task: Graph the cumulative frequency distribution from

the given distribution.
Compute probability of an event using frequency distribution.

033 Data: Hypothetical frecquency distribution.
Task: Compute probability of an event.

Convert a frequency distributions into a relative frequency
distribution.

034 Data: Empirical frequency distribution.

Task: Convert the given frequency distribution into
a relative frequency distribution.

Construct a histogram from a relative frequency distribution.

035 Data: Relative frequency distribution.
Task: Draw a histogram for the given distribution.

Construct a relative frequency polygon for a relative frequency
distribution.

036 Data: Relative frequency distribution.
Task: Draw a relative frequency polygon for the
given distribution.

Compute the probability of even using probability distribution.

037 Data: Hypothetical probability distribution.
Task: Compute the probability of an event.
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e. Computc the probability density of a simple continuous random
variable.

038 Data: Equation for a straight line density function.
Task: Compute f(Xo) for a given Xo.

f. Graph a simple continuous density function.

039 Data: Equation for a straight line density function.
Task: Graph the given function.

Compute areas of a simple continuous density function.

040 Data: Equation for a straight line density function.
Task: Computc the probability that X is in a specified region.

5. Conditional Probability
a. Compute the probability of a joint cvent defined as overlapping
subsets.

041 Data: Three overlapping hypothetical sets. |
Task: Compute the probability that a randomly selected i

3

g

element is from a specified subset.

042 Data: Four overlapping sets defined by listing elements.
Task: Compute the probability that a randomly selected
element is from a specified subset.

o R

043 Data: Three. overlapping sets of the form (X/X is an integer,

a<X<b).
Task: Compute the probability that a randomly selected

element is from a specified subset.

e

b. Compute the conditional probability of an event.

044 Data: Frequency distribution.
Task: Given that X is in a region, what is the probability

that X is in a subregion?

o B e S N R X

et

D45 Data: Probability distribution.
Task: Given that X is in a region, what is the probability

that X is in a subregion?

220

046 Data: Joint frequency distribution.
Task: Given that X is in a region, compute the probability

that Y is in a specified region.
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047 Data: Joint probability distribution.
Task: Given that X is in a region, compute the probability
that Y is in a specified region.

048 Data: N ordered pairs (X,Y).
Task: Given that X is in a region, compute the probability
that Y is in a specified region.

049 Data: Hypothetical frequency distribution.
Task: Given that X is in a region, compute the probability
that X is in a subregion.

050 Data: Hypothetical probability distribution.

Task: Given that X is in a region, compute the probability
that X is in a specified subregion.

Apply Bayes Theorem.

051 Data: Hypothetical data implying p(A), p(B/A), and p(B).
Task: Compute p(A/B).

Identify a joint distribution as independent or dependernt.

052 Data: Joint frequency distribution.
Task: Are X and Y independent? why or why not?

053 Data: Joint rclative frequency distribution
Task: Are X and Y independent? why or why not?

6. Permutations and Combinations

a.

Compute the number of sequences generated by N trials; k outcomes
per trial.

054 Data: Hypothetical random process; 2 trials; k outcomes
per trial.

Task: Compute the total number of possible sequences.
055 Data: Hypothetical random process; n trials; k outcomes
per trial.
Task: Compute total number of possible sequences.
Compute the total number of possible orders of n objects.

056 Data: Hypothetical random process; permutations on n objects.
Task: Compute the total number of possible orders.

Compute the number of possible ordered combinations of x objects
selected from n objects.
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058 Data: Hypothetical random process; n objects taken x at a

time.
Task: Computc thc total number of possible combinations.

7. Binomial Distribution

a. Computc thc probability of x successes in sampling n trials
from a binomial distribution.

059 Data: Hypothetical random process; 2 trials; k outcomes

_per trial.
Task: Computc the probability of exactly x successes where

the probability of a success is 1/k.

\

060 Data: Hypothctical random process; n trials; k outcomes

per trial.
Task: Computc the probability of exactly x successes where

the probability of a success is 1/k.

L
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061 Data: Sampling with replacement from a hypothetical prob-
ability distribution; success defined.
Task: Computc the probability of exactly X successes.

»
o STt

T

062 Data: Sampling with replacement from an hypothetical frequency

distribution; success defined.
Task: Compute the probability of exactly x successe’

063 Data: Sampling with replacement from a frequency distri-

bution; success defined.
Task: Compute the probability of exactly X successes.

064 Data: Sampling with replacement from a probability dis-
tribution; success defined.
Task: Compute the probability of exactly X successes.

b. Graph a binomial distributica.

065 Data: Sampling three observations with replacement from a
hypothetical probability distribution; success defined.

Task: Graph the thcoretical distribution of successes for
200 repetitions.

: j [ . S S -

066 Data: Hypothetical random process; 2 trials; k outcomes per

trial.

[] Task: Graph the distribution of successes for 100 repeti-

| tions where the probability of a success is 1/k.

‘ {] 067 Data: Sampling three observations with replacement from a 3‘
; hypothetical frequency distribution; success defined. .
i Task: Graph the distribution of successes for 100 repetitions. |
x
| ﬂ -43-

%
|l

|
Q
i
i

LA e i
. . L B U Y R o e e
o 7 o

) T e AT T :
e A RS A LA e e e A R A RS g s



LRSS L e e SR T et SR

068 Data:

Task:

Three repetitions of a hypothetical random protess;

1 trial; k outcomes per trial.
Graph the theoretical distribution of successes for

500 repetitions where the probability of success is 1/k.

Compute the probability of some combination of successes when
n trials are samplcd from a binomial distribution.

069 Data:

Task:

070 Data:

Task:

071 Data:

Task:

072 Data:

Task:

073 Data:
Task:

074 Data:
Task:

Hypothctical random process; 2 . "als; k outcomes

per trial.
Compute thc probability that x is some specified range

of values where the probability of success is 1/K.

Hypothctical random process; n trials; k outcomes

per trial.
Compute the probability that x is some specified range

of values where the probability of success is 1/k.

Sampling with replacement from a hypothetical

probability distribution.
Compute the probability that x is some specified

range of values.

Sampling with replacement from a hypothetical frequency

distribution.
Compute the probability that x is somec specified range

of valucs.

Sampling with replacement from a frequency distribution.
Computc the probability that x is some specified range

of values.

Sampling with replacement from a probability distribution.
Computc the probability that x is some specified range

of values.

8. Multinomial Distribution

a.

Compute the probability of obtaining a specific distribution when
sampling with replacement from a given frequency distribution.

075 Data:

Task:

076 Data:

Task:

Saimpling with replacement from a hypothetical
probability distribution.

Computc the probability of obtaining a specified
distribution.

Sampling with replacement from a hypothetical

probability distribution.
Computc the probability of obtaining a specified
distribution.
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9.

10.

a.

077 Data:

Task:

078 Data:

Task:

Sampling with replacement from a probability

distribution.
Computc the probability of obtaining a specified

distribution.

Sampling with replacement from a frequency distribution.
Compute the probability of obtaining a specified
distribution.

Hypergeometric Distribution.

a. Compute the probability of obtaining a specific distribution when

sampling without replacement from a given frequency distribution.

079 Data:

Task:

080 Data:

Task:

081 Data:

Task:

082 Data:
Task:

Sampling without replacement from a hypothetical
probability distribution.

Compute the probability of obtaining a specified
distribution.

Sampling without replacement from a hypothetical

frequency distribution.
Compute the probability of obtaining a specified

distribution.

Sampling without replacement from a probability

distribution.
Computc the probability of obtaining a specified

distribution.

Sampling without replacement from a frequency distribution.
Compute the probability of obtaining a given distribution.

Summation Notation

Given a rectangular table sum any region as indicated by summation

notation.

083 Data:
Task:

084 Data:
Task:

085 Data:
Task:

Rectangular table of 1 digit numbers.
Compute sum x(i,a) where i runs from 1 to C.

Rectangular table of 1 digit numbers.
Compute sum x(i,j) where i runs from 1 to P and j

runs from 1 to Q.

Rectangular table of 1 digit numbers.
Compute sum x(i,j) where i runs from 1 to C and j
runs from 1 to R and i is always less than j.
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b. Given a rectangular table compute the sum of products.

086 Data: Rectangular table of 1 digit numbers.
Task: Compute the sum x(i,a) x(i,b) where i runs from 1 to C.

087 Data: Rectangular table of 1 digit numbers.
Task: Compute the sum over j of the quantities (sum x(i,j)
where i runs from 1 to C) squared.

088 Data: Rectangular table of 1 digit numbers.
Task: Compute sum x(i,a) x(i,) where i rums from 1 to C
and j runs from 1 to 2.

c. Given three rectangular blocks of 1 digit numbers sum any
combination of blocks or parts of blocks.

089 Data: Three rectangular blocks of 1 digit numbers.
Task: Compute sum x(i,j,a) where i runs from 1 to C and

j runs from 1 to R.
090 Data: Three rectangular blocks of 1 digit numbers.

Task: Compute sum x(k,j,k) where i runms from 1 to Q and
j runs from 1 to P and k runs from 1 to S.

11. Descriptive Statistics

a. Compute the mean and standard deviation of a frequency distribution.

091 Data: Frequency distribution.
Task: Compute the mean and standard deviation of the given

distribution.

092 Data: Rectangular table of 1 digit numbers.

Task: Compute the mean and standard deviation of the given ]

numbers . §

b. Compute the median and semi-interquartile range of a frequency §
distribution. ]

%

% 093 Data: Frequency Distribution.
g Task: Compute the median and semi-interquartile range
i of the distribution

094 Data: Rectangular table of 1 digit numbers.
Task: Compute the median and semi-interquartile range of the

numbers.

c. Decide whether or not to use the mean or median to describe the
central tendency of a distribution.
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095 Data: List of hypothetical distributions; some badly shewed.

Task: Should the nean or médian be used to describe.the
distribution and why?

Compute any arbitrary percentile point of a frequency distribution.

096 Data: Frequency distribution.
Task: Compute the xth percentile point.

097 Data: Rectangular table of 1 digit numbers.
Task: Compute the xth percentile point of the numbers.

Compute any arbitrary percentile rank of a frequency distribution.

098 bata: Frequency distribution.
Task: Compute the percentile rank corresponding to the xth
score.

099 Dawa: Rectangular table of 1 digit numbers.
Task: Compute the percentile rank corresponding to
the xth score.

Transform raw scores to standard scores with arbitrary mean and
standard deviation.

100 Data: Hypothetical normal distribution with known mean
and variance.
Task: Given an x value compute the derived standard score
equivalent.

101 Data: N repetitions of a hypothetical random process; 1 trial;
k outcomes per trial where the probability of a success

is 1/k.
Task: Given an x value, compute the standard score equivalent.

12. Algebra of Expectations

a.

Given a discrete probability distribution compute the expected
value for any small power of x (the raw moments of x).

102 Data: Probability distribution.

Task: Compute E(X), E(XZ), or E(x3

).

Given a discrete probability distribution compute the lower order
moments about the mean.

103 Data: Probability distribution.
Task: Compute X(X-E(X))2 or E(X-E(X))3
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c. Given two discrete probability distributions compute the
expected value of a linear combination of X and Y.

104 bata: Two probability distributions.
Task: Compute E(Z) where Z = aX + bY ¢ c.

d. Compute the mean and variance of simple continuous probability
distributions.

105 Data: Straight line density function.
Task: Compute the mean and variance of X.

13. Point Estimation
a. Identify the properties of a given estimator.

106 Data: A sample statistic from the list: mean, standard
deviation, NS/(N-1), correlation, median.
Task: Is the given estimator
consistent
sufficient
unbiased
efficient?

oo oe

107 Data: Sampling with replacement from a frequency distribution

with reported mean and variance.
Task: Compute the standard error of the mean for samples

of size N.

108 Data: Sampling with replacement from a relative frequency
distribution with reported mean and variance.
Task: Compute the standard error of the mean for samples

of size N.

109 Data: Hypothetical“random process; 1 trial; k outcomes per
trial; N repetitions where the probability of a

success is 1/k.
Task: Compute the standard error of the mean for samples

of size N.

c. Compute the sample size required for a given accuracy of
estimation (law of large numbers).

Task: Comp
is greater than or equal to X that the sample mean is

within y standard deviations of the true mean.
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b. Compute the standard error of the mean for any arbitrary distribution.

110 Data: Sampling with replacement from a frequency distribution.
ute the nceded sample size such that the probability
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111 Data:

Task:

Sampling with replacement from a relative frequency

distribution..
Computc the needed sample size such that the probability
is greater than or equal to x that the sample mean is

within y standard deviations of the true mean.

d. Estimate the standard error of the mean by pooling.

112 Data:
Task:

113 Data:
Task:

Given two frequency distributions.
Estimate thc standard error of the mean assuming

that both samples came fr - the same population.

Given two relative frequency distributionms.
Estimate the standard error of the mean assuming
that both samples came from the same population.

14. Normal Distributions

a. Compute the density of X sampled from a normal distribution with
known mean and variance.

114 Data:

Task:

115 Data:

Task:

116 Data:

Task:

117 Data:

Task:

118 Data:

Task:

"Given a normal distribution with mean Mu and

variance Var."
Compute the probability density of X3, X,, etc.

Compute areas of a normal distribution with known mean and variance.

Hypothctical normal distribution with known mean and

variance.
Compute the probability that a randomly selected sample

point is in a specified area.

"Given a normal distribution with mean Mu and variance

Var."
Compute the probability that a randomly selected sample

point is in a specified area.

Hypothetical normal distribution with known mean and

variance.
Given that N cases arc randomly sampled, compute the

probability that the sample mean is in a specified area.

Compute the probabilities of specified values of linear combinations
of independent normal variables.

Hypothetical normal distribution with known mean and

variance.
If X; and X, are randomly sampled from the distribution
and Y = aX; + bX, compute the probability that y is

some specified range of values.
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118 Data: "X is a normally distributed random variable with mean

15. Hypothesis Testing

a.

Mu and variance Var. Y is a normally distributed
variable with mean Mu and variance Var. Z = aX + by."
Task: Compute the probability that Z is some specified range

of values.
Identify approximately normal distributions.

120 Data: List of distributions some approximately normal

and some not.
Task: Identify the distributions that are approximately

normal and give the reason why.

Compute areas using the normal approximation to the binomial
distribution.

121 Data: N repetitions of hypothetical random process; 1
trial; k outcomes per trial.
Task: Compute the probability of a specified range of
successes where the probability of a success is 1/k.

122 Data: Large sample (sampling with replacement) from a
hypothetical probability distribution.
Task: Compute thc probability of a specified range of
successes where thc probability of a success is 1/k.

123 Data: Large sample (sampling with replacement) from a
hypothetical probability distribution.
Task: Compute the probability of a specified range of
successes.

124 Data: Large sample (sampling with replacement) from a
hypothetical frequency distribution.
Task: Compute the probability of a specified range of
successes.

Given a verbal problem state the hypothesis together with its
alternative and region of rejection.

125 Data: Hypothetical verbal problems.
Task: State the hypothesis; its alternative and

region of rejection.

Test an hypothesis about the mean of a normal distribution with
known variance. |
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126 Data: Hypothetical normal distribution with known variance;
sample size; sample mean; alpha.
Task: Test hypothesis that population mean is some
specified value (two-tail).

=~ o

127 Data: Hypothctical normal distribution with known variance;

sample size; samplc mean; alpha.
Task: Test hypothesis that population mean is greater than

(less than) some specified value.

T

c. Compute probability of a type I error in rejecting the .
null hypothesis.
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128 Data: Hypothetical normal distribution with known variance;

sample sizc; sample mean.
Task: Compute probability of a type I error in rejecting the
hypothesis that population mean is some specified

value (two-tail).

129 Data: Hypothetical normal distribution with known variance;

sample size; sample mean. .
Task: Compute probability of a type I error in rejecting the
hypothesis that population mean is greater than (less

than) some specified value (one-tail).

g, b o Yen A S R ettt i Sy .

d. Compute confidence intervals for the population mean for normal
distribution with known variance.

130 Data: Hypothetical normal distribution with known variance;

sample size; sample mean.
Task: Compute the x percent confidence interval for the

population mean.

Compute the power of the test to reject the null hypothesis against
a true alternative for normal distribution with known variance.

131 Data: Hypothetical normal distribution with known variance;

sample size; sample mean; alpha.
Task: Compute the power of the test to reject the null
hypothesis against a true alternative.

132 Data: Hypothetical normal distribution with known variance;

sample size; sample mean.
Task: Plot the operating characteristic curve for a given

alpha.

At g . o o PR < e % S
A A e e e e o S D S A M NG O A T A N AR
R R X A ok X B NN

133 Data: Hypothetical normal distribution with known variance;

sample size; sample mean.
Task: Compute the probability of a type II error against a

true alternative.
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f. Test hypothesis about thc difference between means of two ;
independent samples for normal populations with known variance.

134 Data: Two independent samples from a hypothetical normal
distribution with known variance; sample sizes; sample
means; alpha.

Task: Test the hypothesis that Mu; - Mu, = 0.

AT AR St )

T

g. Compute probability of a type I error made in rejecting the null
hypothesis for two independent samples from a normal distribution
with known variance.

135 Data: Two independent samples from a hypothetical normal
population with known variance; sample sizes; sample
means; alpha.

Task: Compute probability of a type I error made in rejecting
the hypothesis that Mu1 - Mu, = 0.

h. Compute the confidence intervals for Mu;. - Mu, given two
independent samples from a normal distribution with known variance.

T T on

e

136 Data: Two indepcndent samples from a hypothetical normal
distribution; sample size; sample means.
Task: Compute the x percent confidence interval for
Mul - Muz.
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i. Compute the power of the test to reject the null hypothesis against
a true alternative given two independent samples from a normal
distribution with known variance.

A AT et

137 Data: Two independent samples from a hypothetical normal
distribution with known variance; samples sizes; alpha.
Task: Compute the power of the test to reject the null
hypothesis against a true alternative.

j. Test hypothesis about the difference between means for two 3
dependent samples from a normal distribution with known variance. d

138 Data: Two dependent samples from a normal distribution with
known variancec; sample sizes; sample means; correlation;
alpha.

Task: Test hypothesis that Mu; - Mu, = 0.

N e
"

k. Compute probability of a type I error made in rejecting the null
hypothesis for two dependent samples from a normal distribution
with known variance.

139 Data: Two dependent samples from a normal distribution with
known variance; sample sizes; sample means; correlation;
alpha.

Task: Compute probability of a type I error in rejecting the
hypothesis that Mu; - Mu, = 0.
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; 1. Compute the x percent confidence interval for Muj - iu, for two
dependent samples from a normal distribution with known variance.
i
E 140 bata: Two dependent samples from hypothetical normal distri-
bution; sample sizes; sample mcans; correlation.
Task: Compute the x percent confidence interval for Mu; - Mu,.

m. Compute the power of the test to reject the null hypothesis for two
dependent samples from a normal distribution with known variance.

141 Data: Two dependent samples from a normal distribution with
known variance; sample sizes; correlation; alpha.

Task: Compute the power of the test to rcject the null {

hypothesis against a true alternative. §

n. Compute the sample size required for a given power against a
true alternative for two independznt samples from a norma}
distribution with known variance.

142 Data: Two independent samples from a normal distribution
with known variance.

Task: Compute the sample size required for a given alpha 3

and beta against a true alternative. §

16. Tests Using Student's t %

@ a. Test hypothesis about the man for normal distribution with
unknown variance.

143 Data: Hypothetical normal distribution with unknown variance;
sample size; sample SD; sample mean; alpha.
Task: Test hypothesis that population mean is some specified
value (two-tail).

T R D AR s ot 3 R K I Bl

144 Data: Hypothetical normal distribution with unknown variance;
sample size; sample SD; sample mean; alpha.
Task: Test hypothesis that population mean is greater than
(less than) some specified value (one-tail).

iy 00 i o e A
\

b. Compute the x percent confidence interval for the mean of a
normal distribution with unknown variance.

145 Data: Hypothetical normal distribution with unknown variance;
sample size; sample SD; sample mean.
Task: Compute the x percent confidence interval for the mean.

0 R S A A i

c. Test null hypothesis for two independent samples from normal
population with unknown variance.
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146 Data: Two indcpendent samples from normal population with
unknown variance; sample sizes; sample SDs; sample

means; alpha.
Task: Test hypothesis that Mu1 - Mu, = 0.

Compute the x percent confidence interval for Mu; - Mu, for two
independent samples from normal population with unknown variance.

147 Data: Two indcpendent samples from normal population with
unknown variance; sample sizes; sample SDs; sample

means.
‘Task: Compute the x percent confidence interval for Mu; - Mu,.

Test the null hypothesis for two dependent samples from a normal
population with unknown variance.

148 Data: Two dcpendent samples from hypothetical normal
distribution; sample. sizes; sample SDs; sample means.

Task: Test hypothesis that Mu, - Mu, = 0.

Compute the x percent confidence interval for Mu; - Mu, for two
dependent samples from a normal population with unknown variance.

149 Data: Two dependent samples from hypothetical normal
population; sample sizes; sample SDs; sample
means; correlation.

Task: Compute the x percent confidence interval.

17. Correlation and Regression

a.

Given the variances, mecans and covariance for two variables,
compute the standard score, deviation score and raw score

regression equations.

150 Data: Hypothetical correlated variables; sample sizes; means;

variances; covariances.

Task: Compute the standard score regression equation. Given
z, compute the corresponding 2y«

151 Data: Hypothetical correlated variable; sample size; means;

variances; covariances.
Task: Compute the deviation score regression equation. Given

X compute the corresponding y.

152 Data: Hypothetical correlated variables; sample size; means;

variances; covariances.
Task: Compute the raw score regression equation. Given X

compute the corresponding Y.
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Given the variances, mcans, and covariance for two variables,
compute the sample standard error of estimate, the proportion of
variance accounted for or not accounted for and the population
standard error of cstimatc.

153 Data:
Task:
154 Data:
Task:
155 Data:

Task:

Hypothetical correlated variables; sample size; means;
variancecs; covariances.

Compute thc proportion of variance in Y accounted for by X.

Hypothectical correlated variables; sample size; means;
variances; covariances.
Compute thc sample standard error of estimate.

Hypothetical correlated variables; sample size; means;
variances; covariances.

Computc the cstimated population standard error of
estimatc.

Given the variances, mcans and covariance for two variables, test
the hypothesis that the population correlation is zero, the
population regression coefficient is zero and thec population Y
mean is some specified value.

156 Data:
Task:
157 bData:

Task:

158 Data:

Task:

Hypothetical correlated variables; sample size; means;
variances; covariance; alpha.
Test hypothesis that the population correlation is zero.

Hypothctical correlatcd variables; sample size; means;
variances; covariance; alpha.
Test hypothesis that the population regression coefficient

is zero.

Hypothetical correlated variables; sample size; means;
variances; covariance; alpha.

Test hypothesis that the population Y mean is some
specified value.

Given the variances, means and covariance for two variables, compute
the x percent confidence interval for the population correlation,
the regression coefficient and the Y mean.

159 Data:

Task:

160 Data:

Task:

Hypothetical correclated variables; sample size; means;

variances; covariance.
Compute the x percent confidence interval for the

population correlatian: coefficient.

Hypothetical correlated variables; sample size;
means; variances; covariance.

Compute the x percent confidence interval for the
population rcgression coefficient.
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161 Data: Hypothctical correlated variables; sample size;
means; varianccs,; covariance.

Task: Computc the'x percent confidence interval for the
population y mean.

List the assumptions madc¢ in testing the hypothesis that the
population correlation, regression coefficient is zero or that
the Y mean is some specified valuc.

162 Data: Hypothetical normal variables.
Task: List assumptions involved in testing the hypothesis
that the population correlation is zero.

163 Data: Hypothetical normal variables.
Task: List assumptions involved in testing the hypothesis
that the population vegression coefficient is zero.

164 Data: Hypothetical normal variables.
Task: List assumptions involved in testing the hypothesis
that the population Y mcan is some specified value.

Compute mean squarc linear regression, mean square deviations
from linear regression and mean square error.

165 Data: Ordered pairs (x,y).
Task: Compute
a. lMean squarc linear regression.
b. Mean square deviation from linear regression.
C. Mean squarce error.

166 Data: Ordered pairs (x,y).
Task: Test hypothesis that the regression is linear.

Given the correlation between the same two variables for two
independent samples, test the hypothesis that the difference

between the two population correlations is some specified value.

167 Data: Hypothetical correlation between X and Y for two
independent samples; sample sizes.
Task: Test thc hypothesis that the difference between the
two population correlations is some specified value.

Square Vistributions

Compute the mean and variance of a Chi Square distribution with
N degrees of freedom.

168 Data: '"Supposc that X is distributed as Chi Square with N

degrces of frcedom."
Task: Compute the mcan and variance of X.
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169 Data: Hypothetical normal distribution with known variance.
Task: Computc the mean and variance of Q over all samples of
size N if Q - Sum (X - XBAR)Z/sigma.

Test hypothesis about the variance of a normal population given a
sample of size N.

170 Data: Hypothetical normal population with unknown mean and
variance; samplc size; sample SD. .
Tack: Test the hypothesis that sigma is some specified value.

171 Data: Hypothetical normal population with unknown mean and
variance; sample size; sample SD.
Task: Compute the x percent confidence interval for sigma.

Test hypothesis about the goodness of fit of a samplc frequency
distribution to a given distribution.

172 Data: Frequency dictribution.

Task: Test hypothesis of goodness of fit to a theoretical
distribution.

173 Data: A die is tossed N times (N large).
" Task: Test the hypothesis that the dic is fair.

Test hypothesis about the goodness ~f fit of a sample frequency
distribution to normal distribution.

174 Data: Frequency distribution.

Task: Test hypothesis of goodness of fit to normal
distribution.

Test hypothesis of no association between two variables in a
joint frequency distribution

175 Data: Joint frequency distribution.
Task: Test hypothesis of no association.

Test hypothesis of no association in a fourfold contingency
table.

176 Data: Fourfold contingency table.
Task: Test hypothesis of no association.

Test hypothesis of no association using Fisher's exact table.
177 Data: Fourfold frequency table.

Task: Test hypothesis of no association using Fisher's
cxact test.
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h%: Test hypothesis about correlated proportions in a fourfold
table.

178 Data: Fourfold table with two observations per subject.
Task: Test hypothesis of no change in proportion, positive
or negative.

i. Compute the Phi cocfficient on a fourfold table.

179 Data: Fourfold table.
Task: Compute Phi.

j. Compute Cramer's statistic for a rectangular table.

180 Data: Joint distribution.
Task: Compute Cramer's statistic.
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Psy. 492 - Elementary Statistics
Test 1 - Fall 1967

GROUP THE FOLLOWING DATA USING INTERVALS OF WIDTH 1 AND CONSTRUCT A
HISTOGRAM.

857888
845851
4 63676
152511
148763
871825

STATE WHETHER THE MEAN OR THE MEDIAN SHOULD BE USED.TO DESCRIBE THE
DISTRIBUTING LISTED BELOW AND GIVE THE REASON FOR YOUR ANSWER.

A. DISTRIBUTION OF REACTION TIMES.
B. DISTRISUTION OF AUTOMOBILE ACCIDENTS OVER A ONE YEAR PERIOD.

C. SCORES ON THE WECHSLER ADULT INTELLIGENCE SCALE.

k
E 3. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION
i
19-22 5
‘ 15-18 25
t~ 11-14 40
| 07-10 25
| 03-06 5

i COMPUTE THE 83 PERCENTILE POINT OF THE DISTRIBUTION.

4. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION.

P, - AR SN Ty P A A i

, 19-21 1
E 16-18 7
F 13-15 17
% 10-12 25
~ 07-09 17

04-06 7

01-03 1

TGRS QR e R AT e e

COMPUTE THE MEDIAN AND SEMI-INTERQUARTILE RANGE OF THE ABOVE DISTRIRITTNAN.
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S. GRAPH THE CUMULATIVE FREQUENCY DISTRIBUTION FROM THE FOLLOVING

E
]
§
%

DISTRIBUTION.

11-12 S

09-10 22

07-08 S0

05-06 48

03-04 22

01-02 4
'
z 6. TEN STUDENTS WERE ADMINISTERED A VERBAL REASONING TEST AND A SPATIAL
é

RELATIONS TEST WITH THE FOLLOWING RESULTS.:

(SUM X(I) 1I=1,N) = 48

TR

'§ (SuM Y(I) I=1,N) = 41
f (SUM X(I)X(I) I = 1,N) = 517
i (SuM Y(I)Y(I) I = 1,N) = 521
§ (SUM X(I)Y(I) I = 1,N) = 240

WHERE X(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL ON THE VERBAL
REASONING TEST AND Y(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL
ON THE SPATIAL RELATIONS TEST. COMPUTE THE PROPORTION OF VARIANCE

IN Y ACCOUNTED FOR BY X.

LIRS e

;
i 7. ONE HUNDRED APPLICANTS :(/ERE ADMINISTERED A CLERICAL APTITUDE TEST AND
WERE RATED ON THEIR JOB PERFORMANCE WITH THE FOLLOWING RESULTS
MEAN X = 119
MEAN Y = 68

B R A A A b e

VARIANCE X = 88
VARIANCE Y = 26

COVARIANCE XY = 21

T A——
. SR T

WHERE X(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL ON THE CLERICAL
APTITUDE TEST AND Y(I) REPRESENTS THE JOB PERFORMANCE RATING ON THE

ITH INDIVIDUAL. SET UP THE RAW SCORE REGRESSION EQUATION FOR PREDICTING
Y FROM X. SAM HAS AN X SCORE OF 111. WHAT WOULD BE HIS PREDICTED

RAW SCORE ON Y?
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Psy. 492 - Elementary Statistics

Test 2 - Fall 1967

SUPPOSE THAT A WHITE DIE AND A BLACK DIE ARE TOSSED. COiiPUTE THE
NU:lsER OF OUTCOMES IN WHICii THE SUM OF THE SPOTS IS GREATER THAN 6.

SUPPOSE THAT 3 COINS /RLE TOSSED ONE TIME. COMPUTE THE PROBABILITY
OF OBTAINING EXACTLY OWE HEAD.

GIVEN THE FOLLOWING HYPOTHETICAL JOINT DISTRIBUTION.

09-10 2 4 2
07-08 14 22 14
05-06 22 36 22
03-04 14 22 14
01-02 2 4 2

WHERE X IS THE VARIABLE ALONG THE ABSCISSA AND Y IS THE VARIABLE ALONG
THE ORDINATE. IF ONR PAIR OF NUMBERS IS RANDOILY SELECTED FROM THIS
DISTRIBUTION AND X IS GREATER THAN 6 COMPUTE THL PROBABILITY THAT Y

IS AT LEAST 5.

A BIPARTISAN COMMITTEE CONTAINS 9 REPUBLICANS, 7 DEMOCRATS AND 8
INDEPENDENTS. SUPPOSE THAT 2 MEMBERS ARE SELECTED AT RANDOM (VITH
REPLACEMENT) FROi THE COMGIITTEE. COMPUTE THE PROBABILITY THAT

AT MOST 1 OF THE MEMBERS SELECTED IS A REPUBLICAN.

A HIGH SCHOOL PRINCIPAL IS FACED ¥ITH A DECISION OF WHETHER OR NOT TO
INSTITUTE AN ENRICHMENT PROGRAM IN THE 12TH GRADE CLASSES. HE HAS
REASON TO BELIEVE THAT THE ADVANCE 1Q OF THE 12TH GRADERS IN HIS SCHOOL
IS 110 OR BETTER, BUT HE ISil'T SURE. HE ASKS THE SCHOOL PSYCHOLOGIST
TO MAKE A TEST OF THIS HYPOTHESIS. THE PSYCHOLOGIST DRAWS A RANDOM
SAMPLE OF 87 STUDENTS FROil THE 12TH GRADE CLASSES AND HE FOUND THAT

THE MEAN IQ OF THE SAMPLE WAS 113 AND THE STANDARD DEVIATION WAS 9.

IF THE PSYCHOLOGIST SET ALPIIA AT .05, AND USED A z TEST DID HE ACCEPT
OR REJECT THE HYPOTHESIS? SHOW YOUR WORK. (THIS QUESTION IS WORTH
FIVE POINTS).
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IT CAN BE ASSUMED THAT OVER THE GENERAL POPULATION THE STANDARD
DEVIATION OF THE WECHSLER TEST IS 15. A HIGH SCHOOL PRINCIPAL
WISHED TO TEST THE HYPOTHESIS THAT HIS 12TH GRADE STUDENTS WERE
JUST AVERAGE ON WECHSLER INTELLIGENCE TEST i.e. Mu_ = 100. HE
ASKED THE SCHOOL PSYCHOLOGIST TO MAKE A TEST OF THIS HYPOTHESIS.
THE PSYCHOLOGIST TOOK A RANDOM SAMPLE OF 82 12TH GRADERS AND
FOUND THEIR MEAN IQ TO BE 102. IF HE SET ALPHA AT .05 DID HE
ACCEPT OR REJECT THE HYPOTHESIS? (5 POINTS)

COMPUTE THE PROBABILITY OF A TYPE II ERROR (BETA) IF THE TRUE
MEAN IQ OF ALL THE 12TH GRADERS WAS 1057 (10 POINTS)

TWO GROUPS OF SCHOOL CHILDREN WERE TAUGHT READING -- THE CONTROL GROUP
WAS TAUGHT WITH THE PHONICS METHOD AND THE EXPERIMENTAL GROUP WAS
TAUGHT WITH THE WORD RECOGNITION METHOD. THERE WERE 20 STUDENTS IN
THE CONTROL GROUP AND 25 STUDENTS IN THE EXPERIMENTAL GROUP. THE
INVESTIGATOR WISHED TO USE A 't'' TEST OF THE HYPOTHESIS OF NO DIFFER-
ENCE BETWEEN THE TWO GROUPS CONTROLLING ALPHA AT .05. HE ADMINISTERED
A READING ACHIEVEMENT TEST TO BOTH GROUPS AND OBTAINED THE FOLLOWING

DATA:

MEAN STANDARD DEVIATION
CONTROL 30 16
EXPERIMENTAL 36 11

DID HE ACCEPT OR REJECT THE HYPOTHESIS? SHOW YOUR WORK ( THE
QUESTION IS WORTH 10 POINTS).

HINT: o = / Tx2
X N
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Psy. 492 - Elementary Statistics

Final Exam - Fall 1967

A SAMPLE OF 100 DEMOCRATS, 100 REPUBLICANS, 50 INDEPENDENTS 'VERE
SURVEYED REGARDING THEIR OPINIONS OF PRESIDENT JOHNSON. IT WAS
FOUND THAT 65 DEMOCRATS, 35 REPUBLICANS, AND 25 INDEPENDENTS THOUGHT
THAT PRESIDENT JOHNSON '/AS DOING A GOOD JOB. TEST THE HYPOTHESIS

OF NO ASSOCIATION BETWEEN POLITICAL AFFILIATION AND OPINION OF
PRESIDENT JGOHNSON.

THE RELIABILITY COEFFICIENT FOR A CERTAIN TEST IS .84 AND THE STANDARD

DEVIATION IS 20.

A. COMPUTE THE STANDARD ERROR OF MEASUREMENT FOR THIS TEST.

B. WHAT IS TilE TRUE VARIANCE FOR THIS TEST?

C. WHAT WOULD BE THE ESTIMATED RELIABILITY COEFFICIENT IF THE TEST

IS DOUBLED IN LENGTH?

A CLERICAL APTITUDE TEST HAS A COEFFICIENT OF PREDICTIVE VALIDITY OF
.40 FOR CLERK-TYPIST POSITIONS. THE RELIABILITY COEFFICIENT OF THE

TEST IS .64.

A. WHAT IS THE ESTIMATED COEFFICIENT OF PREDICTIVE VALIDITY FOR THIS
TEST, IF THE TEST “WERE PERFECTLY RELIABLE?

JOHN TOOK A 100 ITEM 4-ALTERNATIVE ULTIPLE CHOICE TEST. HE ATTEMPTED
90 ITEMS AND HIS ANSWERS WERE CORRECT ON 69 ITEMS. WHAT WOULD BE HIS
TEST SCORE CORRECTED FOR GUESSING BY THE STANDARD FORMULA?

SUPPOSE THAT A WHITE DIE AND A BLACK DIE ARE TOSSED. COMPUTE THE
PROBABILITY THAT EXACTLY ONE DIE TURNS UP THE 2 SPOT.

GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

16-17 2
14-15 9
12-13 23
10-11 32
08-09 23
06-07 9
04-05 2

COMPUTE THE 85 PERCENTILE POINT OF THE DISTRIBUTION.
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7. THE SCORES OF COLLEGE SENIORS ON A SCHOLASTIC APTITUDE TEST ARE
NORMALLY DISTRIBUTED WITH A STANDARD DEVIATION OF 52 POINTS. SUPPOSE
THAT TWO SAMPLES OF 83 CASES EACH ARE RANDOMLY SELECTED - ONE FROM
BOWLING GREEN STATE AND ONE FROM MIDDLEBURG COLLEGE. SUM X FOR THE
FIRST SAMPLE IS 13232 AND SUM X FOR THE SECOND SAMPLE IS 14486 WHERE
X(1) IS THE SCORE OF THE 1TH MEMBER OF THE SAMPLE. SETTING ALPHA AT
THE .05 LEVEL. TEST THE HYPOTHESIS THAT THE DIFFERENCE BETWEEN THE

TWO POPULATION MEANS IS ZERO.

8. ONE HUNDRED APPLICANTS WERE ADMINISTERED A CLERICAL APTITUDE TEST
AND WERE RATED ON THEIR JOB PERFORMANCE WITH THE FOLLOWING RESULTS.

101

MEAN X
MEAN Y = 63
27

VARIANCE X
26

VARIANCE Y

COVARIANCE XY = 20

WHERE X (1) REPRESENTS THE SCORE OF THE 1TH INDIVIDUAL ON THE VERBAL
REASONING AND Y(1) REPRESENTS THE SCORE OF THE 1TH INDIVIDUAL ON
THE SPATIAL RELATIONS TEST. COMPUTE THE ESTIMATED POPULATION STAND-

ARD ERROR OF ESTIMATE.
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Psy. 492 - Elementary Statistics

Test 1 - Spring 1968

1. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

e e

15-17 : 3

12-14 12 |
09-11 20 i
06--08 12 :
03-05 3 g
COMPUTE THE PERCENTILE RANK CORRESPONDING TO THE SCORE OF 7, j

2. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION |
16-17 2 §
14-15 9 "
12-13 23 i
10-11 32
08-09 23 -
06-07 9
04-05 2

COMPUTE THE 85 PERCENTILE POINT OF THE DISTRIBUTION.

3. GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION

oty e g N o e 3 A B s R 5 P A ARSI AR5t
]
M e “ . .

09-10 3
07-08 12
05-06 20
03-04 12
01-02 3
COMPUTE THE MEAN AND STANDARD DEVIATION OF THE ABOVE DISTRIBUTION. i‘

NOTE: SET UP THE COMPUTING FORMULA BUT DO NOT COMPUTE OUT THE
ACTUAL RESULT.

L i S A

4. GRAPH THE CUMULATIVE FREQUENCY DISTRIBUTION FROM THE FOLLOWING

DISTRIBUTION !
¥

09-10 5 g

07-08 25 ;

05-06 40 g

03-04 25 s

01-02 5 i

s e it gt
o

-67 -

T T € T e T e




L
[0 ]
[Te]
s
(=]
[
[

o |
3 4 5 6 7

5. ONE HUNDRED APPLICANTS WERE ADMINISTERED A CLERICAL APTITUDE TEST
AND WERE RATED ON THEIR JOB PERFORMANCE WITH THE FOLLOWING RESULTS

MEAN X = 100
MEAN Y = 64
VARIANCE X = 94
VARIANCE Y = 29 )

COVARIANCE XY = 20

WHERE X(I) REPRESENTS THE SCORE OF THE ITH INDIVIDUAL ON THE CLERICAL
APTITUDE TEST AND Y(I) REPRESENTS THE PERFORMANCE RATING OF THE ITH

INDIVIDUAL. SET UP THE DEVIATION SCORE REGRESSION EQUATION FOR
PREDICTING Y FROM X. JOHN HAS A DEVIATION SCORE ON X OF 3. WHAT WOULD

BE HIS PREDICTED DEVIATION SCORE ON Y?

i S e

R A S A R s O T o o i
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6. GIVEN THE FOLLOWING DATA

; N = 50

; M = 10

¥ M = 15

§ v’ = 49

¢ v¥ = 81

F r’ = 0.40
xy

L a. WHAT IS THE PROPORTION OF VARIANCE IN Y ACCOUNTED FOR BY X?
§ b. WHAT IS THE STANDARD ERROR OF ESTIMATE FOR PREDICITNG X FROM Y?

c. WHAT IS V9 WHERE Vy =V, +V _?

o vy o X 4
U )-fg:x{.&v*":, R ot S e
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Psy. 492 - Elementary Statistics
Test 2 - Spring 1968

1. A TIE RACK CONTAINS 5 BLUE TIES, 13 RED TIES, 5 GREEN TIES AND 20
GREY TIES. SUPPOSE THAT ONE TIE IS SELECTED FROM THE RACK AND THE
TIE IS EITHER RED OR BLUE. COMPUTE THE PROBABILITY THAT THE TIE

IS RED.

SUPPOSE THAT 3 DICE ARE TOSSED ONE TIME. COMPUTE THE PROBABILITY THAT
ONE OF THE DICE TURNS UP A 5.

N

3. GIVEN THE FOLLOWING ORDERED PAIRS (X,Y).

(2,4) (3,5) (4,6) (5,7) (4,6) (6,8)
(3,2) (4,3) (5,4) (6,5) (5,6) (7.7) !
(2,3) (3,4) (4,5) (5,6) (6,7) (7,8)
(2,4) (3.3) (6,2) (5,5) (3,6) (8,8)

IF ONE PAIR IS RANDOMLY SELECTED FROM THIS SAMPLE SPACE AND THE SAMPLED
X VALUE IS GREATER THAN 3 COMPUTE THE PROBABILITY THAT THE SAMPLED Y

VALUE IS LESS THAN 6.

4. JOHN'S TRUE SCORE ON A CERTAIN TEST IS 79 AND THE STANDARD ERROR OF
MEASUREMENT ON THE TEST IS 3. IF JOHN IS GIVEN ONE FORM OF THE TEST
WHAT IS THE PROBABILITY THAT HIS SCORE ON THAT FORM IS AT MOST 80

POINTS?

5. SUPPOSE THAT 101 COINS ARE TOSSED. COMPUTE THE PROBABILITY THAT AT
MOST 55 HEADS TURN UP.

S B A DI A W e e e R o

6. THE AGCT TEST IS STANDARDIZED TO A MEAN OF 100 AND A STANDARD DEVIA-
TION OF 20. SUPPOSE THAT 100 STUDENTS ARE RANDOMLY SELECTED FROM A
CERTAIN UNIVERSITY AND THEIR AVERAGE AGCT SCORE WAS 125. IF THE TRUE
MEAN FOR ALL THE STUDENTS AT THE UNIVERSITY IS 120, COMPUTE THE PROB-

ABILITY OF OBTAINING THE SA:PLE MEAN OF 125.

e ————
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7. GIVEN THE FOLLOWING HYPOTHETICAL FREQUENCY DISTRIBUTION

07-08 4
05-06 13
03-04 14
02«01 4

SUPPOSE THAT SUCCESSIVE SAMPLES OF SIZE 40 ARE RANDOMLY DRAWN
(WITH REPLACEMENT) FROM THIS DISTRIBUTION. WHAT WOULD BE THE

STANDARD ERROR OF THE SAMPLE MEANS.

o S L A N
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STUDENT QUESTIONNAIRE
Department of Psychology
University of Houston

.
o B A S A B e At 2 K e IO
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ST

L RNk 35 T

Name: Major:

Classification Fr. So. Jr. Sr. PB. Grad 1 2
(col. 6 o 1 2 3 4 S 6

Sex: M F Ages First Course in Statistics: Yes No
(col.7 1 2) (col. 8-9) (col. 10 1 2)

1. Please rate the difficulty of this course in terms of learning to
understand statistical concepts. (check one)

3 A s T S P X3, 4 A s S oy

el

(col. 11)

LD

(5) ____ very difficult ,
(4) ____ moderately difficult ;
(3) ____ about average §
(2) ____ moderately easy §
1) very easy i

Comment:

2. To what extent do you think that this course was effective in teaching
statistical concepts. (check one)

(col. 12)

(5) very effective
4)

moderately effective

(3) about average

(2) moderately ineffective
(1) very ineffective
Comment:

-73-

et A $135 B A SRR R, T L kenink oy P e 25 i A . T .
4 2 SR LS s ikithen K S B e T e L IO £




Prior to each test you were given samples of statistics problems drawn
from a defined universe of content.

To what extent did you use these sample problems to study for the
test? (check one)

a.

(col. 13)
(5) ____ used as only source
(4) ___ ussd more than any other source
(3) ___ used equally with other sources
(2) __ used other sources more
(1) did not use at all
Comment :

b. To what extent did you feel that the sample problems adequately
defined what you had to learn in the course? (check one)

(col. 14) ?
(5) very valuable. §
(4) somewhat valuable. g
(3) of no value. %
(2) somewhat detrimental. §
(1) very detrimental. ;
Comment: ?
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Some of the problems on your tests were generated by a computer from
a defined universe of content.

Did you find the computer generated problems more difficult or
easier than instructor made problems? (check one)

e MeEE O i S O

R e AT P TRy

(col. 15)
(5) _____very difficult
(4) ___ somewhat more difficult
(3) ____ about the same
(2) ______ somewhat easier
(1) much easier
Co.ment:

Do you feel that your knowledge of statistics could be adequately
tested using only test problems sampled by the computer? (check one)

Y A R TR P R S PR

SIS R A

(col. 16)
(5) all of the time
(4) ___ most of the time
(3) ____ some.of the time
(2) ___ little of the time
(1) very little of the time
Comment:

How did the computer generated test problems compare with
instructor made problems in terms of fairness? (check one)

2 sy TTRE R R . we i LIUIIE S T AR TN e ik e

O g e TR IO s

A

(col. 17).
(5) _____ very fair
(4) ____ moderately fair
(3) _____ about the same
(2) ___ moderately unfair
(1) very unfair
Comment :
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d.

P AN L

(col. 18)

)
4y
3y

(2)

(1)
Comment:

very desirable
somewhat desirable
does not matter
somewhat undesirable

very undesirable

~76+
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Do you think that it would be desirable to draw all test
problems from a defined universe of content? (check one)

5. Please give any other reactions that you may have had to the computer
generated test items.
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DATA CARD ORGANIZATION

1. The data are arranged in the form of blocks. ?

2. Each data block is independent. §

3. The data blocks do not have to be in any prescribed sequence.

4. Each data block has a label card and an end card. The label punched }

on the lahel card must be left-justified and correctly spelled. i

1

5. The data block labels are as follows:
FORMS

RANDOM

STRATA

TESTS

FORMAT
BASES

6. The instruction labels are as follows:
START

FINISH

§
e‘?

PRINT
PUNCH

READ

BLOCK STRUCTURE

e

el

FORMS

Item forms are defined in a forms block. The item form is

terminated by the word 'FINIS'.

e Ty —
.

5 ,




;

f

: E;ample;

é FORMS Block label

A 0001 Form code number (14)

XXXXXXXXXXXX Content

f XXXXX FINIS End of form 0001

? 0024

é XXXXXXXXX FINIS

0012

§ XXXXXX -- 2 0 XXXXX

i XXXXXXXXXXX -- 14 201

f XXXXX FINIS

g (BLANK CARD) End of form block

: RANDOM

% All random expression sets are defined in a random block.

2 Example:

, RANDOM Block label

% 0001 Code number

; XXXX § XXXXXXX $ XXX
i XX $§ XXXXXXXXX $ FINIS

; 0013

: XXXXX $§ XXXXXX $§ FINIS

ctc.

" (BLANK CARD) End card ;
i It is extremely dangerous to write random expression sets which contain ?
| ~80-
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Generally speaking, this situation will almost always

only one element.

cause the program to short cycling.

The dollar sign (3) serves to delimit each random expression. A blank

space must preceed and follow each dollar sign. Also, each random

expression must bc followed by a dollar sign.

STRATA

All forms must be assigned to a specific stratum or strata.

A stratum may contain 1 or N forms.

Examgle:

STRATA B8lock label

0001 Stratum code

1 13 2 10 19 FINIS

0009

8 FINIS

etc.

(BLANK CARD) End card

In the first stratum the item forms whose code numbers are 1, 13, 2,

10, and 19 are assembled.

-81-
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BASES
DIMENSION(3) Forms, random, and strata are all stored in a
3-dimensional matrix with maximum dimensions (450, 10,.2). Storage

is allocated by setting the initial location of each block in the link

matrix. Forms is governed by BASE(1); RANDOM, BASE(2); and, STRATA,

BASE(3).

Examgle:
BASE(1) =1
BASE(2) = 10
BASE(3) = 20

Item forms would be stored from row(l) to row(9); random expressions,
row(10) to row(19); and strata, row(20) to row(450).

These starting points may be defined by the user.

: Example:

BASES Block label
000100100020 (314)
(BLANK CARD)* End block

t

*Not necessary, but

may be included.

If no bases block is defined by the user, the program will provide
the following values:

001-199 FORMS

200-399 RANDOM EXPRESSION

400-450 STRATA
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TESTS

Information concerning the nature of the tests to be printed out

% is defined in the tests block.
i
g Example:
é TESTS Block label
% (1 card--label to be (80A1)
] printed at top
§ of each test)
i (1 card--format for (Standard Fortran format
b reading in the enclosed in parentheses
i item codes).
' Number of items pcr test, 214
g number of tests
‘ XXXXXXX Item codes
| XXXXX
% (BLANK CARD)* End of block
5 * Not necessary, but may be included.
:
START

Begin generating tests.

AT LTS AP  TA

T

FINISH

Stop the program.

PRINT

All material stored in the link matrix, text vector, and the FT

matrix (special format codes) is printed out. However, with link the

A

user must specify a starting and stopping row subscript in link.

154 St leh eI R Y i et

ey, T Rt
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Example:
PRINT Block label
0010500 214
(BLANK CARD)* End of block
* Not necessary, but may be inoluded.
PUNCH
Similar to PRINT, only cards are punched out. ?
Material punched out from a previous program is to be read in. é
Example: g
READ Block label %
(Block of punched cards |
in same order as !
punched out by the i
program.) §
(BLANK CARD) End of block %
FORMAT ;
Special formats (see Format section) are stored via the format ?
block. ;
|
FORMAT Block label 3
0001 XXXXXXX (Format code (14,12A6) ;
pumber followcd by i
foxmat) i
(BLANK CARD) End of block
1 -84- Z




ITEM FORMS (STRUCTURE)

Item forms may be constructed as follows:

S s s

1. Containing no random expressions.

2. Containing only random expressions.

3. Containing both random expressions and standard text. Random

expressions may be inserted at any place in the item form.

Each random expression set is assigned a number by the user. The

random expressions set is linked to the form by placing the random ex-

pression set code number at the appropriate place in the form and pre-

ceeding this number by a double (--) minus sign. Immediately following

this negatively signed random expressions set code number must be another

A R

number--the dependency link with another random expression set.

Examgle:
XXXXXXX --2 1 XXXXXX

TR

Meaning: A random expression from set 2 is desired. However, the

e R s N A T

selection is dependent upon the alternative chosen previously:

G s R M s

from 1. If, for example, the third alternative had been

selected from 1 choose the third alternative from 2 alse.

T e ot NS

If no dependency is desired, place a zero following the

negative number.

The form (when punched as data) must be ended or terminated by the

G et A Kt e it

specific word 'FINIS' which must be preceeded by a blank space.

]
!

e o N S T TS,
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The item form must also contain the necessary format information to be

used at print-out time. See 'Format' section.

An item form may contain a random expression which within itsed# contains

|

a random expression. The degree of nesting is limited to 1.

SRR T R

A nested random expression may not contain a call to RNUMBR for a random

number.
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FORMAT FOR PRINTING OUT ITEM FORMS:

The user may specify the item form format by inserting the standard
Fortran format codes within the item form. The format codes must be
delimited by slashes, i.e., /01X/,/1HO/, and /10X/. Including the slashes, i
the format word must occupy five columns. The format codes may be placed
in sequence, i.e., /1HO//10X/. If the format is in this form, do not

leave a space between the two codes.

If the format for a specified number of lines is being repeated, the

e

user may avoid writing the same format NN times by using the /RNN/ XXXXXX

/FXX/ format option, where 3

/RNN/ 1indicated that the format before the next format code is

S i A i

being repeated NN times.

/FXX/ 1is a special format coded 'XX' describing the individual

BB ol g i

line being replicated. This format must be specified in a

RO

format data block.

e S b S e

Examgles:

Given a normal distribution with mean $0102 10 0 20 0 1 and variance

BBl a2
Stk shaeRa s

$0102 S 0 8 0 /1HO/. If one number is selected at random from this
distribution /1HO/ what is the probability that the number will be

greater than $0102 0 +1-2-2 0 +1+2+2 0?

e s N 2 5 S S AT

Given the following frequency distribution /1HO//R09/ $002 100139

oy 5

/F02//1HO/ compute ‘the mean. .

e A T Y

Note: If the output format exceeds 80 columns, the program will auto-

matically insert a /1HO/.

S S O O
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RNUMBR SUBROUTINE

Purpose: The RNUMBR subroutine is specifically designed to supply all

random numbers and distributions of numbers to be used by the

item forms.

RNUMBR requires 5 or 6 words

D s sl St st St s s ; . o
M 3% R W e oy A e A T X e e e T £

1. $1234
2. Integer number lower limit of range for desired random number
3. Operations code word for lower limit

¢ 4. Integer number upper limit of range for desired zandom number

ﬁ 5. Operations code word for upper limit

6. Switch describing what is to be done with generated random number

or numbers.

SRR R

el e R

Word-1:

$1234

4
i3
L
§
b
i
3
5

$ Break character calling RNUMBR subroutine

1-2 Number of similar random numbers desired (01 99)

3 Code for distributions (1 4)

4 Number of digits desired behind decimal point

MAX

Integers 5

FOR

Fractions 4
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Distribution Codes

1. Single probability distribution

2 Single frequency distribution

3 Joint probability distribution.

4 Joint frequency distribution

Word-2:

T e P AT

Integer number specifying the lower bound for random number.

Word-3:

Operations code word for lower limtt. The OP code word is used to

1ink a presently desired random number with previously-generated

: random numbers in a specific form.

Examgle:
XXXX $01 10 0 20 0 1 XXXX $01 5 0 9 0 1XXXX $01 0 +1-2-2 0 +1+2+2 0 XXXX

The first random number generated lies between 10 and 20 and is

g stored in the first 'SAVE' position(the '1' on the end does not refer

to the first SAVE position); the second, between 5 and 8 and stored in

the second 'SAVE' position. However, the third random number is dependent

upon the first two random numbers. This dependency is accomplished in

the following manner via an OP code word.

Example of OP code word (0 +1-2-2 0 +1+2+2)
L(1) L(2)
-89-
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i

'SAVE' OP code word %

1. 10 =R, <20 +1-2-2 6 characters %

2. S<R,<8 ‘

; |

4. i

|

At maximum, the OP code word Meaning: k
can hold 3 OPs and 3 subscripts. Add SAVE (1) to L(1)

If fewer characters are needed, Sub SAVE (2) from sum :

leave remaining spaces blank. Sub SAVE (2) from sum :

The random numbers are stored §

in the order in which they are +1+42+42 ;

generated within the form. ]

Meaning:

R e s

Add SAVE (1) to L(2)

3

Add SAVE (2) to sum

] Add SAVE (3) to sum

T L L IR S

In this example, a random number has been generated with the following

T

g properties
MEAN - 2SD < RANDOM < MEAN + 2SD
Word-4: ?
Integer number specifying the upper bound for random number. g
Word-S: §
OP code for upper limit. §
3
|

-90-
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Word-6:

A 'SWITCH' value which is used to set up a dependency among a set

of random numbers within a form. A dependency is formed by storing
previously generated random numbers. The first random number stored
is placed in the first 'SAVE' position, etc. The maximum number of

'SAVED' values within a specific form is 9.

The SWITCH Codes for word-6 are as follows:

0 Print out, do not store, set counter to zero (SAVE also set to 0)
1 Print out, store, increment counter.

2 Do not print out, store, increment counter

3 Print out, do not store, do not change counter.

Note: If no word-6 SWITCH is used, a zero is asscumed.

FREQUENCY DISTRIBUTIONS

$0012

1 Code for distribution
2 If probability distribution is desired, the number of digits

to the right of the decimal point must be specified.

Example:
$0012 Probability dist., two digits
3002 Frequency dist., integer values.

When a distribution is desired, the first word following the '$XXXX'

must contain the information describing the distribution.

-91-
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XXXXXX 1-3 The total N for a frequency distribution. If a
probability distribution is desired, use 000
4 The starting value of the lowest interval
S The width of each interval

6 Number of intervals

Note: Must have /1HO/ before each distribution.

Examgle:
044116

Freq. Prob. The maximum interval

11-12 | .02 number is 99.

9-10 7 .14

7-8 14 .34 Maximum number of . -« »¥

5-6 14 .34 intervals is 9.

3-4 7 .14

1-2 1 .02

In writing format statements for frequency distributions note that numbers

are stored in blocks of 5 on the output buffer. Example:

0 | 9 - 1| 0

2 l 1

|




JOINT DISTRIBUTIONS

The first word following $XXXX contains the information describing
both distributions.
XXXXXX
123456 1 Starting point for vertical distribution
2 Width for vertical distribution
3 Number of intervals for vertical distribution
4 Starting point for horizontal distribution
5 Width for horizontal distribution
6 Number of intervals for horizontal distribution
The maximum number of intervals is 9. When a §
frequency distribution is desired, a number between %
200 and 300 is randomly generated for the total N. %
This number will be a multiple of 10. é
Example: j
315124 §
11-12 X X X X %
! 09-10 X X X X %
E 07-08 X X X X |
: 05-06 X X X X
03-04 X X X X %
!

~01-03 i 04-06 07-09 10-12
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DIAGNOSTICS PROVIDED BY PROGRAM

MAIN

1. Storage allocations should have been specified before calling

MAKTXT. The following values have been inserted by the program

001-199 FOR:IS
200-399 RANDOI EXPRESSIONS
400-450 STRATA

Interpretation: No bases block was inserted in data deck.
2. Unable to locate XXXXXX in label dictionary. Program regretfully

terminated.

Interpretation: A data block label was not in the prescribed form.

Possible sources of error:

1. Misspeclled block label.

2. Label not left-justified.

ot R i, A

MAKTXT

Column subscript out of range for link matrix N-1 N-2 N-3.

N-1 Column subscript

N-2 Base

N-3 Code number of FORM, RANDOM EXPRESSION, or STRATUM. §
7

The respective row in link will also be printed out.

Interpretation: The link matrix has dimensions (450, 10 2). The
column count on link has exceeded 10. This is a
serious error and can result from a multitude of

data deck preparation erros.

-94 -
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TESTS

1. Form code number is out of range (FORM CODE NUMBER).
Interpretation: FORM CODE NUMBER is greatcr than or equal to BASE(2)

or less than BASE(1). Check the three bases and the

form code in question.

2. Item code number is out of range (ITEM CODE NUMBER). ]
Interpretation: ITEil CODE NUMBER is equal to zero or greater than |
(500 - BASE(3))*10 |

3. Random expression set pointer 1 is out of range (RANDOM EXPRESSION

paralad Jalvay

POINTER VALUE).
Interpretation: Code number of RANDOM EXPRESSION set selected is

either less than BASE(2) or greater than or equal §
to BASE(3). %
4. Random expression set pointer 2 is out of range (RANDOM EXPRESSION ‘
POINTER VALUE). §

Interpretation: Similar to No. 3. !

RNUMBR

Number of digits requested in probability is zero. Program will

continue with three digits.

Interpreation: No digits to the right of the decimal point is

considered an abnormal situation.
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10471047 45000 005000 000000 X BSBURN=SHOCMAKER
BN AT 5e81h(HRS) 08/16/68

IN F 15, (DEVICE,SY
N Ft6, (DEVICESLS

;N F11s(DEVICE, MTABYL)
IN F12s(DEVICES MYABZ)
N FI23,(DEVICEs MTAB3)

DAN
C
C
C
C
C
& o
] o
} C
: C
o c
E C
: C
,g
@
o
]
]
P 25
50
9 . &0
&
33 b1

; 20

0
a}“ 100
E’Q
i
i{i 400

500

)
)

*

At Y Y- LI T s 22 2 - X
REAL#3 TEXT
. REAL#8 KODE

REAL*8 LABEL

INTEGER BASE,»STARTSSTEP,;REELS, TSAVE

COMMAN /BLOCKL/ TEXT(9000) s NTLLINK(450,10,2)
COMMAN /BLACK2/ BUFFER(1GO0)2NB)NIX

COMMBN /BLBCK3/ BASE(3),B(120)s7rT(20215)
CeMMON /BLBCKS/ KEELS () s NREELS,LTYARPE(%B0),
DIMENSIGN_KGDE(IR’&TITLE(lB)aFMT(18)4iTEM(ZOO)pTEHP(EpIS)
DATA KBDE/‘FBRMS'o'RANDGM'J'STRATA'O'TESTS”J'START’J'FXNISH'J
1'PUNCH'0’READ'a'PRINT'p'FSRMAT';' 1, 'BASESY/

BASE(1)=0

NT=0

D6 25 1=1,20

FT(1s4)30.

DB 40 1=1,450

D6 40 J=1,2

. D8 &1 1=1,%

i

*#5!%&6#*%*&6§%§ﬁ¢45%*Gﬁ*ﬁﬁ%&ﬁ%%**%&&#%ﬁﬁﬁﬂk%ﬂ%#ﬁﬁé&%ﬁ#b%%ﬁ*&%ﬁ
3

BSBURN=SHBEMAKER COMPUTER-AIDED ITEM SAMPLING FER ACHIEVEMENY
TESTING

HeGe BSBURN PSYCHBLAGY DEPARTMENT UNIVERSITY OF HOUSTON
DAVID Me SHBEMAKER PSYCHELBGY DEPT BKLAHGMA STATE UNIVERSITY

MAIN MBN]TBR SUBPRBGRAM == READS DATA BLBCK LABELS AND CALLS
APPROPRJATE SUBPRBGRAMS

%%*G%%*#**ﬂ%%%ﬂ%*%#%ﬁ%ﬂ&%ﬂ*%ﬂ%*“

TSAVESNSAVE: ITAPE(4)

ne 40 K=1,10
LINK(1,K2J)=0

ITAPE(]1)=0

READ (5s72) LABEL

DO 35 1=1,12

1F(LABELeEQoKBDE(]))IGE TO
(100:100:1009%00»5003600;7009800;90091000:20;1100):I

CBNTINUE

WRITE (6,15) LABEL

STEP

1IF ( BASE(1) eNEo 0 ) G6& YO 110

BASE(1)=1

BASE(2)s200

BASE(3)=400

WRITE (b6214) :

CALL MAKTXT(BASE(!)

Gg 768 20

READ (5.1) (T!TLE(I)nlzi:ia)o(FHT(1):1=1:18):N1TEMS;NTESTS

READ (52FMT) {1TEM(1)s1=21,NITEMS) |

Gg 70 20

1IF ( BASC(1) eNEe 0 ) GO T8 510

BASE(3)=1

BASE(2)=200
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BASE(3)=400
WRITE (6415%)
ASSIGN 515 T8 KK
G8 16 5000
NNN=NT
NNN=TABS (NNN)
XX1=sFLOATINNN) /2o
XX2=NNN/2
IF ( XX1 oEQe XX2 ) NAN = NNN+ 3,
N1IXsNNN
CALL TESTS(ITEMaNITEMS,NTESTS,TITLE)
G8 76 20
WRITE (6.2)
STGP
ASSIGN 710 T8 KK
G§ 78 5000
READ (543) START2STEP
DB 750 1=2START,STOHP
IF ( LINK(1,121) ¢sEQe O ) GO T8 750
WRITE (6:54) 1, ((LINK(IadaK):J°lJlO)aK=1&2)
CONT INUE
WRITE (6+69)
D8 770 1=z1.4
IF ( ITAPE(]) ¢EQo 0 ) G T8 770
NYAPE=REELS(I)
REWIND NTAPRE L
READ (NTAPE) NT, (TEXT(J)sJ24aNT)
WRITE (63s66) NTAPE . .
WRITE (6256) NT, (TEXT({J)aJ=1,NT)
CANT INUE |
WRITE (6467)
WRITE (6271) (LTAPE(!)&I 1,450)
. GB Y8 20
DO 820 11=1,450
READ (5,3) 1
IF (1 +EQe (=0) ) GB TG 850
READ (5:22) ((TEMP{G,K)Ks1210) 2= :122)
D8 820 Jsl,2
D8 820 K=1,10
LINK(1,KeJ)2TEMP(J2K)
DS 860 [31,10
READ (5,18) NTAPE
IF ( NTAPE «EQe (=0) ) GO TO 870
READ (5:5) NT2(TEXT(J)aJd=1aNT)
REWIND NTAPE
WRITE (NTAPE) NT2(TEXT{J)oJu i NT)
END FILE NTAPE
D& 860 Jsisd |
IF ( REELS(J) +EQo NTAPE ) ITAPE(J)==}
CONT INUE
READ (5221) (LTAPE(I)a1215450)
G Y6 20
ASSIGN 910 78 KK
G6 Y6 000
READ (523) START,STEP
WRITE (&6s10) START,STEP
DB 920 1=START,STBP
IF ( LINK(1s121) <EQe O ) GB T8 920
WRITE (627) 1oLTAPE(D) S ((LINK(1sKoJ)2K=1210)0Jz :422)
CBNTINUE
WRITE (653 ) (ITAPE(K) s K=1,4%)
DB 950 !=1.4

.
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%
IF ( ITAPE(]) «£Qe O ) GB T8 950 i
NTYAPE=REFLS(]) !
REWIND NTAPE E:
READ (NTAPE) NT,(TEXT(J)aJd=isNT) ]
WRITE (6,8) NYAPEsNT2 (TEXT(J)»JdsiaNT) !
CONT INUE
WRITE (6s11)
K=0 ;
D8 930 1:1,20 )
IF ({ FY(1s1) +EQ« O ) GB TB 930 |
Kal
WRITE (6512) la(FT(l2J)oJslsl’)
CONTINUE
IF { K «EQe O ) WRITE (6,13)
G8 T8 20
D6 1050 (=1,20
READ (5,9) NRs(TEMPUL2J)sJ=1015)
IF ( NR +EQe (#0) ) GB T 20
D8 1050 J=i1s15
FT(NR,JYTEMP(1,.))
READ(5:3) (BASE(])e121,3)
GO T8 20
1F ( 1TAPE(NREELS) ¢EQe(=1)) GB 7O 5001
LAST=REELS(NREELS)
REWIND LAST
WRITE (LASTY) NTa(TEXT(K)»K=1sNT)
END FILE LASY
1TAPE(NREELS) = =]

950

930

1000

|
5
i
i
j
i
i
i

1050
1100

e I s

5000

R i AR S S ORI

5001 GB TO KKe(515,710,910)

{ FORMAT (13A4/18A4/214) | | |
| 2 FERMAY (34H1PROGRAM TERMINATED BY FINISH CARD) |
¥ 3 FORMAT (1014) 1
&8 & FORMAT (14/2014) §
9 5 FORMAT (15/(1Xa19A4)) :
30 6 FGRMAY (I15/(1X219AN)) . ]
5 4 7 FORMAT (15s2H (»121H),2(5X21015)) | :
ge 8 FORMAT (12HLITAPE NUHMBER,15///15//(1X215A8)) ]

3 9 FERMAT (f4s15A%4) 1
5 4 10 FORMAT (27H{PRINT=BUT 6F LINK FROM RBW,15,7H TO RBW, 157/ 4
&85 11 FORMAY (3{HLFGRMAT CODES SPECIFIED BY USER,/10X,4HCEOEs 10X, :
e §6HFORMAT//) 1
7 12 FORMAT (10%,2H/Fs1201H/58%.15A4) 1
58 13  FORMAT (27HONS FORMAT CBDES IN STORAGE) |
1o 14  FBRMAT (69HILINK STORAGE ALLBCATIONS UNSPECIFIED AT CRITICAL TIY
40 { THEREFORE ooo//G3HOTHE FALLEWING VALUES HAVE BEEN INSLRTED DY §
61 2 PROGRAM//14HO004 =199 FIRMS//27H02002393 RANDGM EXPRESSIING//15K
2 300450 STRATA) , _ ;
ga 15 FGRMAT (LOHIUNABLE T8 LBCATE '»A8,21H! IN LABEL DICTICNARY//31H(
L6b 1BGRAM REGRETFULLY TERMINATED) |
55 16  FOBRMAT (4HTAPE,14) ]
ge 17 FBRMAT (8Xs1SHEND B8F TAPE STLRAGE) §
12 18  FBRMAT (&¥s14) |
4,8 19  FORMAT (&Xs 18HEND OF LINK MATRIX) i
& 21  FBRMAT (8011) g
)0 22  FBRMAT (2014) i
(71 S4  FHRMAT (1H%:14/145:2018) J
e 69  FBRMAY (1HS,6Xs18HEND 6F LINK MATRIX) 4
13 56 . FBRMAT (1H$,15/2H$ 2 9AB) ;
(74 66  FORMAT (SHSTAPEs14) )
15, 67  FBRMAT (1H$)B8Xs19HEND §F TAPE STERAGE) .
116 71  FORMAT (1H%,8014) i
§77 72  FEBRMAT (A8) _99- i
: S -
{ERIC !
T — I — R R %
x ; e T T U T
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BUFFER

BASE

REELS
ITAPE

PREGRAM END

BF D!
BF $SA
BF 185

END

SUBPRGGRAMS

BFIPIN BF ¢S3

BEIFI BFIIL .

BFiS2 BFIFTI
PRAGRAM ALLBCATIBN
LDE O 1 LDF < 0O
LES 40 NTESTS  4E60
YEASO START LEB O
LEF O |, AST
4F0+0 KBDE 50860
/BLOCKY 7/ ALLBCATIBN 6979
0e¢0 TEXT 465000

/BLBCK2 7/ ALLBCATIGBN 3EA

3680

/BLOCKS /7 ALLBCATION 1A7

3¢0

/BLBCKYL 7/ ALLBCATIEN 1CD

Y

KK
STHP

YITLE
WORDS

N

WBRDS
N2

WERDS

WBRDS
NREELS

BF ¢ SF
1ABS
BF {SE

LEDO
LET 0
4ECe 0

54Aq0

465500

3E90

7Be0

B5¢0

BF 186
FLBAT
BF1SJ

K

NNN
NTYAPE

FMT

L INK

NiX

FT

LTAPE

BF Sy
BF:ITF

LE24:0
4E8 0
4EDQ O

52C<0

1C720

BFIGH
TESYS

LABEL
XX14
il

ITEM

TSAVE
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MAKTXT (MAKE TEXT) SURPROGRAM == READS ALPHANUMERIC DATA FREM
MAKTXT CONSTRUIZYTS AN
ACCBUNT ING SYSTEM =e THE LINK MATRIX <o FOR DATA RETRIEVAL,

CARDS AND STORES

IN CBRE 6R GN TAPE
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SUBROUTINE MAKTXT(L.BASE)

INTEGER C,R8Ws;START2BASE, TSAVE,REELS

REAL#8 TEXT

~100- .
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e e e S A G e e
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; REAL®8 END

) REAL®8 TWORD

REAL®8 LNK

REAL MINUS

COMMAN /BLGCKY/ TEXT(QOOO):NT)LINK(QSOp10;2)
COMMBN /BLOCKS/ BASE(Q):R(I?C)@FT(ZOJIS)
COMMON /8L0CKHs/ REELS(4)aNREELS:LTAPE(&SO)aTSAVEJNSAVE)ITAPE(Q);
DIMENSION CARD(81)sWORC(H)

DATA BLANKSMINUS;DSEN,ENDSLNK/Y 1ptalt 1S, 'FINIS, 'LNKY/
CARD(81)aBLANK : :

| C=0
; DO 11 l=i1,4
< 1F ( ITAPE(I) oLTe O ) GO TB 11
g NREELSs |
G8 Y8 S50
6 {1 CONTINUE
WRITE (6.6)
. SYEP
9 50 READ(5,1) ROW
q IF { REW +EQe (=0) ) 6B ¥B 400
E 1RGW=ROW
] 15 NTAPE®REELS(NREELS)
: IF ( NT sLEo 8700 ) G& TO 10
E» REWIND NTAPE
WRITE (NTAPE) NT,(TEXT(K),¥3l,NT)
6 END FILE NTAPE
K 1TAPE(NREELS) 2l
DO 16 1=1,b
9 IF { ITAPE(]) ¢LTe O ) C2 TG 16
NREELS=]
} NT=0
2 GO 70 15
2 16  CONTINUE

l WRI1TE (616)
STBP
3 10 IF ( LBASE oNEo BASE(3) ) GO Y& 17
) XsFLBAT(REW) /100
) RAW=X
9 C2100n (X2FLEBAT(ROW))=e5
2 IF ( C «NEe O ) GB TB 18
ca10
ROWsROWa 1
18 ROW=ROW+LBASE
GO TO 19
17 REWsREWHLBASE=Y
{9 LTAPE(ROW)=NTAPE
IF ( LBASE «EQe BASE(Z2) ) LINK(ROW,10,1)e0
1F ( RBW oLTe BASE(A) ) C=O0
STARTeNY ¢
100 ~ READ (5;2) (CARD(1)s121,30)
1=l
105 IF ( 1 «GTo 80 ) GO TO 100
1F ( CARD(I) eNEo BLANK ) GB 70 110
| ER LD
G6 Y8 105
140 DI 120 Js2:8
120 WORD (J) =BLANK ,
0O 130 Js1.8
1F ( CARD(1) +EGe BLANK ) GB T8 140
WORD(J)aCARD(])
, 130 =1+l
72 140 lF(WGPU(i):EQ.HINUSeANDeNBRD(E!eEQoMINUSoAND-LBASEeEOoBASE(1
' | “i0le -
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166 19 1290
NY=NTey .
1IF ( WORD(1) oNEe DSGN ) GB 78 150
IF ( WORD(2) «NEe« BLANK ) GB YO 150
IF ( LBASE «EQe¢ BASE(1) ) GC TO 150
C=zC+d
NTeNTw1
IF ( C ¢GTe 9 ) GBS TB 9955
LINK(ROWsCr1)=START
LINK(ROW,Ca2)=2NY
LINK(RGWA10, 1) =L INK(ROW,10,1)+1
GO T0 220
150 CALL CoMP2(8sWORD)TEXT(NT)
IF ( TEXTI(NT) eNEo END ) GO TB 155
NYsNT~{
IF ( LBASE oEQe BASE(2) ) GO 70 %0
IF ( LBASE oEQs BASE(L) «ANDe NT ¢LEe¢ START ) GO YO 50
IF ( RaW oLTc BASE(3) ) GB8 Y6 §70
GB 79 175
155 IF ( CARD(l) <EQ« BLANK ) GO TO 105
NTaNT¢4
TEXTINT) s LNK
GB TE& 105
170 C=C+i
IF ( C «GTe 10 ) GB T3 2593
175 LINK(REWICa1)=START
LINK(RGW2aCa2)=NT
G6 T8 50
130 1F ( NT oLE» START ) GO 786 185
C=C+1
IF ( C «CGTe 30 ) GG TO 9999
LINK(ROWLCs 1) =START
LINK(RGW,Ca2)sNY
185 (C=C+{
WORD(1)3BLANK
WEBRD(2)=BLANK
CALL COMPZ(3,WORD, TWORD)
CALL CTOF(TWORD,)F,1IF)
IF { C oGTe 10 ) GO 76 9999
LINK(RQW,Cal)2u]F
D6 190 J=2.8
190 WORD(J)=BLANK
Je]+] !
DO 200 J=1,8 !
IF ( CARD(1) «EQe BLANK ) GB T8 210 {
WBRD () =CARDI( 1) }
200 1=]+¢! é
210 CALL CeMPZ(8,WORD, THWERD)
CALL CTBF(THERD,FalLINK(RAW,Cs2)) §
220 <¢TART=NT¢} ]
1=1+1 ]
GO TO6 105 :
9999 WRITE (6:3) C:LBASE> IRAW §
WRITE (6s4) POU;((LIK&(R“%»K:J)-Kﬂlaio):J 1&2) §
%
é
i
]

R A R A

C WO CONOUE WSO VR NC

ST&P
400 RETURN
FORMAT (14)

i
e FORMAT (80A%)

3 FORMAT (LSH1CALUMN SUDSCRIPT IS BUT BF RANGE FOR LINK MATRIX
&

6

FERMAT (//16:2(5X,1015),//31HOPRECGRAM REGRETFULLY TERMINA{”D)
FARMAT (3344PROGRAM HAS EXCIECED AVAILABLE STORAGE)
END ~102-
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SUBPREGRAMS
v
BF 154 BF 1 5F BF 1 SX BF 153 BFi1l BF ST BF 1S5
BF {SE FLOAT BFIFTY BF iF 1 CoMPZ CTOF BF §SS

PREGRAM ALLBCAYION

2cE 0 MAKTXY 2EF«0 BLLANK 2F0.0 MINUS 2Fle0 DSGN
274460 LNK 2F600 C 2F7.0 | 2F 840 ROW
2FA¢O NTAPE 2FBe0 K 0.0 l.BASE 2FCe0 X
2FE0 J 30000 TWORD 30260 F 30360 IF
30440 CARD 355¢0 WERD

/BLBCKY 7 ALLBCATIGN 6279 WORDS

0¢0 TEXY 465000 NT 5651 ¢0 L INK

/BLOCK3 /7 ALLOCATION 1A7 WORDS

0¢0 BASE 3¢0 B 7800 FT

/BLBCKs 7/ ALLBCATION 1CO WGRDS

000 REELS ke NREELS 5.0 LTAPE 1C700 TSAVE
1C960 1 TAPE

PROGRAM END

M T X T A TR 0 R T g Ty i oee

**QﬁﬁﬁQ&&%%%%%%%&*G”“&Q%ﬁ%q%ﬁ%ﬁbﬁﬁhﬁbuﬂﬁﬂﬂhﬁNé%ﬁ&b%ﬁ%%&ﬁ*ﬂé%##%‘

PRINTS SUSBPROGRAM == PARSES OUT FORMAT CBDES FREBM ITEM FORM
AND CENSTRUCTS A STANDARD FBRTRAN FOGRMAT VECTSR FOR PRINTING
JTEM.

G*&Q§§%§§%&§&&&%é#&%#&##ﬁ%&ﬁ%5ﬁﬁ%%ﬂ%%ﬁ%ﬂ%#*%&#&&?%%ﬁ&%*ﬂ&ﬂ%&%*%j
SUBSREUTINE PRINTO(II) :
REAL 1DROPJL.BRK, JSAVE

INTEGER FMTN)STARTIFSTEP ) SUITCH,BASE

COMMAN /BLACKR2/ BUFFLER(1000)sNB,NIX

COMMAN /BLOCK3/ NASEZ(3),R(120)sFT(20s15)
DIMENSION FMT(200)2BTD(10)

DATA BCD/'O';'1';'2':'393'&'9!5!0'6':!7'p!3':!9’/
DATA CSMMASSLASHBLANK,AFLD/ ) '/ ! YotAle '/
DATA LBRIK;RBRK/V{1Xatat/) Y/

DATA FaHsXsR/ZVFUgIH 3 IX IR/

DATA Y0LREP/V/1X, Y/

~103-
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850

150

160

300

305
310

600

61C

200

BUFFER(NB)sBLANK

START=1

FMTN=3

NCHAR=Q

NLINE=0

TEMP =BLANK

D8 50 1=1.,200

FMT(1)=TEMP

FMY($)sLBRK

SWITCKH=0

06 100 I=STARYINB |

IF ( BUFFER(I ) oNEs SLASH ) G8 Y@ 200
1F ( BUFFER(1+4) oNEo SLASH ) GB 76 200
FMTN=FMTN®]

= ( BUFFER(i+1) «¢EQo R ) GO 78 600
1IF { SWITCH eEQe 1§ ) GO Yo 500
IF ( NCHAR ocle O ) Gg To 150

FMT (FMTN) 2B (NCHAR)
FMT(FMTN+1)=AFLD
FMTNsFMUTN2

1F ( BUFFER({1+2) oEQe H ) GO T8 300
IF ( BUFFER(1%3) EQe ¥ ) GO T6 400
IF ( BUFFER(1+1) ¢EQe F ) G5 76 500
BUFFER(1+4)=COMMA

D3 305 Jsziah

K“J”i

CALL PKXBNE (BUFFER(1),0,FMT(FMTN) K)
=1+ :

SYART=z1+14

1¥ ( BUFFER(START) ¢EQ¢ DLANK ) START=STARYT +§
NCHAKR=0

GB8 78 150

BUFFER(])2BLANK

Gd 16 300

cn 550 Ke1,10

1F ( BUFFER(1+2) ¢EQo RCO(K) ) KieKel
IF ( BUFFCR({143) oEQe BCD(K) ) K2z=Keal
CAONTINUE

KKasK1&#10+K2

FSTOP=FMTN+14

JJs0

D3 520 KzFMTYNsFSTOP

JJzJJ+t .

FMTIR) 2FT(KKsJJ)

FMTN=FSTOP+]

SWITCH=0

[elsd

G3 T8 310

Dy 610 KalsiO

1F ( BUFFER(142) +EQe BCD(XK) ) KieKel
C1F ( BUFFER(1+3) «EQe BCD(K) ) K2eKel
CONTINUE

KKaKi#10+K2

FMTIFMTN)=B(KK)

START=1+6

SW]TCH=l

G 76 150

IF ( SWITCH +E0e¢ 1 ) G3 V8 239

1F ( NCHAR olEe &5 ) GO TO 230

115=1+15

D8 210 KK=al,115

1F ( BUFFER(KK) oEC. BLANK ) GY TR 2729

=104
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NLINE=NLINZ+4

BUFFER(NL INZ)aBUFFER(KK)
210 NCHAR=NCHARs]

KK211%

220 FMYN=FMTNY
FMY(FHTN) =B (NCHAR)
FMT(FMTN21)2AFLD
FMT(FMTN42)2DROP
FMYNsFMTN+3
NCHAR=Q
START=zKK*{

G& Y0 150

230 NLINE=NLINES]
BUFFER(MLINE)Y=BUFFER(1)

100 NCHAR=NCHAR<Y
FMTN=FMTN+L
FMT(FMTN)Y= B(NCHAR)
FMT(FMTN<1)=AFLD
FMT(FMYN+2) =RBRK
FMYNsFMTN«+2
WRITE (6:6) 11
WRITE (6oFHMT) (BUFFER(I)S1In1sNLINE)
Do 1000 1=100,1000

1000 BUFFER(])=BLANK
FETURN

6 FORMAT (//5H Nfe »137/)
END

SUBPROGRAMS
PKONE BFis6 Briil BFISF BFF1 BF 1SS BF ISR

PRBGRAM ALLBCATION

2180 PRINTO 21940 COMMA 21A00 SLASH 21800 BL.ANK
21000 LBRK 2iE-0 RORY 21F «0 F 22000 K
2220 R 223.0 IDRHE 22400 START 22500 FMTN
22740 Ni. INE 22500 TEMD 22920 1 22A00 SWITCH
22Ce0 K 22D«0 Ki 2200 Ke e2Fe0 KK
231¢0 JJ 232.0 145 0.0 11

23340 FMT 2FBe0 BCD
/BLBCK2 /7 ALLBCATION 3EA WSRDS
0¢c0 BUFFER  3E840 NB 3E9,0 N1X

/BLOCK3 7/ ALLOCATIGN A7 WORDS
000 BASE 360 B 7800 FY

PRGGRAM END
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TESTS SURPRACGRAM e» GIVEN AN ITEM FGRM, TESTS SUPPLIES ELEMENTS
FRAM REPLACEMENY SEZTS AND CONSTRUCTYS AN INDIVIDUAL I7EMae

6»%Qé&*§»¢b&%“*%&%&ﬂ&%ﬂ%vuﬁﬂﬂn%§§aﬂ§ﬂ%%%&%ﬂéﬂﬂﬁ
SUBRAUT INE TESTS(!TEM:NITEMS»NTESTS:TITLE)
REAL#3 TEMP

REAL#8 TEXT

REAL#3 TW&RD

REAL#S TX

REAL®S LNX

REAL MINUSsNWARD
INTEGER RBM;BASEgSUR:FDPM;SAVEAREELSJTSAVE;T

COMMBN /BLOCKY/ TEXTI9000) s NTo L INK(450,10,2)
CoMMAN /Bl.BCR2/ RUFFER(1000) sNBaNIX
CeMMON /BLOCK3/ BASE(3Y,0(120),FT(20,15)
COMMBN /BL.OCKs/ REELS(%)sNREELSgLTAP?(&SO)aTSAVE:NSAVEpITAPE(#)
DIMENSIBN DCWBRD!B):NNHRD(S)aITEM(100);T1TLE(18)
DATA LNK:DSGN;BLANK»MiNUS/'LNK','sv,' Vytet/
SAVE=0
NSTR={ 450=5ASE(3)) =10
D8 1000 Y=1,NTESTS
WRITE (6s1) (TITLE(1)s121s48)
D6 1000 K=1,NITEMS
| !TEM(K)cNEoOoANDeITEM(K)oLEoNSTR ) Go T@ 20
WRITE (623) I1TEM(K) |
GB T8 1000
XsFLBAT(ITEM(K))I/100
RBW=X
lYﬁloob(XeFLBAT(RSW)>¢05
IF ( 1Y «NEo O ) GS TQ 1%
1Ys10
ROW=ROW=1
IXs8ASE(3) +RGW
Si{=LIMNK({IXa1Ys1)
S2sLINK(IX21Va2)
CBNTINUE
CALL RANDUINIX N1YaiX)
NIXaNlY
NN3S14X#(G2=51)+eD
IF ( NN oLTe IFIX({SY) ) NNsSY
1 ( NN eGTe 1FIX(S2) ) NN=E€2
CALL TCHECK(IX)
CALL CTAF (TEXT (NN) 2 X2 FORM)
1IF ( FAORM el Te BASE(L) oBRe FORM o
NB=aO |
D9 500 Nz1,10
IF LINK(FERMaNp 1) oEQo 0 ) GS 7O 600
LizLINK{FORMaNsL)
L2=LINK(FBRMsNs2)
¥ { L1 ¢LTe O ) GO 7O 200
CALL TCHECK({FBRM)
D8 50 1=L1,L2
1F ( TEXT(I) oNEo LNK ) GO T8 60

GEe« BASE(2) ) GO 7O 9993

nHhLprRgLLERFrONY gty *%Gi‘ﬂ'%%&QQ"'G”@&%ﬁ#*%*67

SHBBRENL RN VAR OE

i o A

e 50 A R
3 i

RO i i Yot

N3=NBw»1
GO 10 S50
CALL DCGMPZ(lpTEXT(i)oDCwﬁRD)
IF ( DCWARD(L) eNEe DSCGN ) G TOQ 69
DA 65 (1=3,8 .
-106-
R B a,; it s s Wx,m—"é?




OV ___MNULJW

69

61
62

63

64

67
63

66

70

NWBRD (1) eSLANK
NWERD(1)2DCWARD(2)
NWARD(2) =DCWaRD(3)
CALL CeMPZ(8sNUBRDITHARD)
CALL CTOF (TWORD,;FsNREPS)
Lizled
TEMP=DCWORD(5)
CALL B&7(TEMP)
CALL CTOF (TEMP,FaNPLACE)
TEMP=DCWORD (&)
CALL B47(TEMP)
CALL CTOF(TEMP,F,1DSTRB)
caLL RNUMBR(LI:SAVE»NREPS;!DSYRB:NPLACE)
1IF ( L1 «GTo L2 ) Gé 78 500
GO T0 40
IF ( DCWORD(L) oNEo MINUS ) GB TO 70
1F ( DCWORD(2) oNEs MINUS ) G TO 70
DCUWORD (1) aBLANK
DCWARD (2 ) =2BLANK
CALL CeMPZ(B,DCHORDITX)
CALL CTHF(THsFasl11)
CALL CTRF(TEXT(1+1)2Fal,22)
Li=le2
JTAPE =NSAVE
IF ( L22 «EQe O ) GO T8 61
Le2=L22+RASE(2) e}
NC=LINK(L.22,10,2)
LL=L11+BASE(2) =1
L11=L INK(LLONCsY)
L22alL INK(LLaNC22)
CALL TCHECK(LL)
GB 9 63
L11=L11+BASE(2) =}
CONTINUYE
CALL RANDUINIXaNIYaX)
NIXeNlY
SUB=X3FLBATILINK(L.11210,1)) 408
IF ( SUB oEQoe LINK(L11,1002) ) GB TO 62
IMAXsLINK(L11210,1)
[F ( SUS «GTe IMAX) SUBs IMAX
IF { suUB «LTe 1) SU3sy
LL=l41
CALL TCHECK(LL)
Lit=LINK(LL)SUB, L)
Le2=L INK(L.LeSUBs2)
LINK(LL240,2)=5U3
DB 66 J=Li1,L.22
17 ( TEXT(J) eNEw LNK ) G2 TO 64
N3esNBe=y
GD TO 66
CALL DCOMPZ(12TEXT(J)sDCHBRD)
Dg 67 KK=1,8
) DCW@QD(KK);EQQBLANK) GY Y6 63
NBaN3+]
BUFFER(N3) =DCYWERD (KK)
NBasNZ+1
BUFFER(NB)=BLANK
CENTINUE
{F ( L1 sGTe L2 ) GO T8 500
CALL TCHECK(JTAPE)
Gg T6 &0
DB 75 KX=z1,8
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1F { DCWERD(XK) oFQe¢ BLANK ) GO T8 80
NB=NB+4
75 BUFFER(NB)=DCWBRD(KK)
80 NBxNB«s§
BUFFER(NT) =BLANK
50 CONTINUE
G TO 500
200 LislABS(LY)
IF { L2 <EQo O ) CO TO 250
LisL1+BASE(2) -1
IF ( L1 oLTe BASE(2) «0ORe Ll <GEe« BASE(3) ) GB Y€ 9958
L2sL2¢+BASE(2) =]
IF { L2 oLTe BASFE(2) e8Re L2 oGEe BASE(3) ) GBH 70 9957
ICOLaL INK(1.2,10,2)
IF ( I1C8L e¢EQs O ) GO T8 255
LL=L1 :
CALL TCHECK(LL)
LisLINK(LL2ICBL,Y)
LasLINK(LLsICAL,2)
GO T& 40
250 LisLi+BASE(2)=}
IF ( L1 oLYo BASZ(2) oBRe L1 oGEe BASE(3) ) GO T& 9998
255 CONTINYE
CALL RANDUINIX,N1YasX)
NIXaN]Y
SUBaX"FLOAT(LINZ(LYI 21021505
MAX=LINSC({L1,1021)
1F ( SUB. oGTe MAX ) SUB=MAX
1F ( SUB o Te § ) SUB=1
IF ( SUS oEQe LINX(LL,10,2) ) GB TO 255
LL=LY
CALL TCHECK(LL)
Li=LINK(LLsSUBAY)
L=l INK(LL,SUBS2)
LINK(LLs10,2)335U8
GH TO 40
580 CONTINUE
600 CALL PRINTI(K)

RANGE»110)
RANGZ,110)

EFIITF
B47

R i R T R o A i

e S S S e,

; SAVE=0

; 1000 CONTINUE

: RE TURN

; 9997 WRITE (6,5) L2

| sYapP .

g 9998 WRITE (6s4) L1

f STEP

% 9599 WRITE (6s2) FORM

g Afils

; 1 FORMAYT (1H1,18A4//)

] 2 FARMAT (33H0FARM C8DE NUMBER 1S OUT OF RANGE110)

i 3 FORMAY (33HOITEM COGDE NUMBIR {5 8UT 3F RANGE,T10)

% % FORMAT (4QHORANDOHM EXPREZSSIAON SET POINTER 1 IS 6UT 8F
] 5 FORMAT (43HWORANDOM EXPRESSION SET PSINTER 2 1S OUT 6F
] END

| SUBPRBGRAMS

i BF!Se BFIF] BF § &F BFIT FLBAT BFIFTI
] JF1X TCHECK C= 2 F DCcoMPz CeMPZ BFIFTD
g 1ABS PRINTO Bf 15X BF:ISS BF {SR

i |

. PREGRAM ALLBCATIBN

i -108~

%3 \) | - s

N A A W A e )
PR S e S A SN A

e L e ey, A R B

S e A




40840
. 40F 60
461340
4170
L1Ce0
L2240
L2960
42F « 0
43460
4370
/81,8CK}

0¢0

/BL.oCK?
0¢0

/Bl 0CK3
00

/BLBCKL

00
1C9+0

PRBGRAM

OO0 0

YESTS
SAVE

K

IX
FORM
YWBRD
IDSTRB
NC

KK

PCWORD

/ ALLEBCAYIEN 6979

TEXT

L0AQ
610<0
0e0

418600
41D 0
424 .0
L2A 00
4300
53540

43¢0

£65000

/ ALLBCATIAN 3EA

BUFFER

3E8¢0

/ ALLBCATIEN 1A7

BASE

3¢0

/ ALLBCATIBN 1CD

REELS
1 TAPE

END

CER-Z W RPN TN EFE R L LR R EEE LR -2 ;

o0

LK

N3TR

NITEMS

S§

N

F

TX

LL

1CaL

NWARD
WBRDS

NT

WORDS
NB

WBRD3
B

WERDS
REEL®

40Ce0
4140
il o0
h19¢0
41Fs0
2560
42C.0
#3100
£36¢0

0:0

4655 00

3E9¢0

780

DSGN

sa

L1
NREPS
L1l
su8B
MAX

[TEM

. INK

NIX

FT

LTAPE

40D« 0
0.0

4150
1A 0
$1F e 0
b26¢0
42060
4320

0e0

1C7<0

BLANK
NTESTS
RO
NIY

La
TEMP
L22
IMAX

TITLE

TSAVE

RNUMBR SUBPRAGRAM == SUPPLIES ALL RANDOM NUMBERS, FREQUINCY
DISTRIBUTIENS, PRODBABILITY DISTRIBUTIENS, J2INT FREJUENCY
DISTRIBUTIBNS AND JBINT PRGBASILITY DISTRIBUTIGNS.

B P R R R R R N R R S P g R L L XX L
SUBRAUTINE RNUMBR{NTsSAVYEINREPS,DISTRE,NPLACE)
EXT

WORD

REAL =8

cALeE
REAL.#8
REzAL#3
REAL®8
. REAL +8
REAL*B

Y
T

J
I

OINT
NTVL

ZERS3

7
T

EMP

REAL LIMITaL! oK3D

P
te

L e L
S e e St o5

1

T




INTEGER CNYRsSUB START ySUITCH ) SAVEsBP ) WIDTHIBASEs»SKIPYDISTRB,EP
isteP
COMMOBN /BLOCKY/Z TERTIS000) s NTEXTALINK(450,1042)
COMMON /BLESCK2/ BUFFER(1000;sNB,NIX
COMMON /BLOCK3/ BASE(3)YaB(120),FT(20215)
DIMENSION BCD(10),6PLIST(R)0CHORD(Z) 28P(2)sSUB(3)aT(8Y oL IHIT(2))
IR(10),KODE(L1)0ARTACLE 2o INTVL(1122) 2 JBINT(10210)2WORD(8)
DATA BCD/Z'01 11,1203, 0000502060 0171,:,1302101)
DATA BPLIST/ ety /a0 at bt a1 /,BLANK/Y 1y
IF ( DISTRD «NEo O ) G5 TO (8000,8000,58999,8%99)sDISTRE
NeNT '
DB 12 1=%,4
TEMP=3¢D(1)
CALL B47(TEMP)
IF ( TEXT(NT+4) »EQe TEMP ) G/ 76 15
CONTINUYE
NT=NT+4
Ga T0 16
SWITCH=1e1
NT=NT+5
DB 10 1=i,4
NNzN¢jel
TOIYsTEXY(NNY
CALL CTBF(T(1)aLIMIT(L)IF)
CALL CTOF(T(3)2LIMIT(2)aiF)
CNYR=0
IF ( SWITCH «E0c O ) SAVE=0 |
IF ( SWITCH oNEe 0 ) CNTR=SAVE - 3
T(1)=7(2) - |
T(3)=T7(2) i
T(2)sT(4) é
ZERBaBCD(Y) :
CALL B47(ZERR)
SK]IPzQ
IF ( T(1) oEQe ZFRD «ANDe T(2
IF ( T(1) oeEQe¢ ZERD c¢ANDs T(2
IF ( Y(1) oNEe ZERD ¢ANDe T(2
G 76 35
START =4
SYoP=1
Gg Y8 45
START=2
STaP=2
GB T8 45
START= 1
STHP 22
IF ( NREPS ¢EQe § ) G8 TO 50
NB=NBe+§
BUFFER(NG) sBLANK
D8 7000 JK=1,NREPS
IF ( SKIP ¢EQas 1 ) GO 7O 5995
DO 5000 1i=START,STEP
CALL DCOMPZ(1,T(11)2DCWBRDY
TEMP=DCWERD(?2)
CALL B47 (TEMP)
CALL CTOF{TEMPF,UB(L)Y))
TEMRP=DCWBRD(4)
CALL B&7(TEMP)
CALL CTOF(TEMP,F,SUB(2))
TEMP=DCWaRD(6)
CALL B&7(TEMP)
CALL CTEF!TEMpaFg%UB(E&;

s s £ M

S R e

) oFQe¢ ZERS ) SKIPst ]
) «NEo ZERZ ) GO TA 2% !
5 oF@e ZERG ) GO Yo 30 .

B A S BT O e A i

P i AR ST Y & R A b 2 LRI T AT

A FullText Provided by ERIC
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D ATT R el o ey m e s e - DN
S O AT b e =S

DCUWERD(2)=DCHERD( D)

DCWARD (3)=DCHEBRD ({3

DB 75 1=21,3

BP({1)=0

DB 75 Jsi»b .

IF ( 9PLIST(J) ¢EQe DCWOGRD(IY ) 6P(f)=.)
75 CONTINUYE

LL=LIMIT(IT)

DB 1000 1s1,3

IF ( BP(]I) +EQe Q ) GB T8 3000

WJESUB (1)

BPI=68P(1)

GBS T® (100,200,30004%00,500)s0P]
100 LLs=LL2R(JI)

G8 786 1000
200 LL=LL/R(JU)
G9 T9 1000
300 LLslbeR{JJ)
G8 Ta 1000

400 LL=LL+R(JU)
Ge 76 1000

500 EXPT=R(JJ)
LU=LLesEXPT

1000 CONTINUE

3000 LIMITLII)=LL

5000 CONTINUE

5999 CONTINUE ,
CALL RANDU(INIXaNIYaX)

S S S e A R e e e %{%W‘“mﬁié"““0?2;/—‘114":“ﬁ%ﬂ@:’ﬁ’“&%;&
_—- - " ‘ g 1/ aaane o " b i *

s

NIX=N1Y

XeX¢ e 005

LL sLIMIT(L)#XeABS(LIMIT(4) L IMIT(2)) 2B/ (L0oua(NPLACE+L))
N=SWITCH+1

IF ( N ¢eGTe & o¢BRe N o¢LLTe 1 ) N=}
GO T8 (6000,6001.,6002,4003)sN
6000 CALL FYBC(LL 2KABET)
DB 6400 12445
IF { KODE(I) «EQe BCO(i) )} GB YO 6400
START=1
GB TO 6455
6400 CBHNTINUE
START=6
17 { NPLACE oEQe 0 ) STAKT=D
6455 NPz6+NPLACE ‘
IF ( NPLACE «EQe¢ O ) NP=z5
DB 65C0 I=STARTANP
NBaNBe
6500 BUFFER(NB)=K8DE(])
NBaNB«+1
BUFFER (NB)=sBLANK
Ga Te 7000
6001 CNTR=CNTR=1

R(CNTR)=LL .

SAVE=CNTR ¢

Go To 6000 3

6002 CNTR=CNTR=+1 :
RICNTR)=LL §

SAVE=CNTR .

j GO T8 7000 h
g 6003 SAVEsCNTR §
| 7000 CBNTINUE i
% RETURN . -
L RIC :
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8000 CALL DCOBMPZ(LlTEXTINT),DCHWBRD)

NT=NT+1

TEMP=DCUWORD(4%)

CALL B&71TEMP)

CALL CTOF(TEMP2FsSTART)

TEMP=DCHBRD(5)

CALL B47(TEMP)

CALL CTOF (TEMP,F,,WIDTH)
TEMP=DCWBRD({6)

CALL B47(TEMP)

CALL CTOF (TEMPFaNL)

DB 8050 I1:=4,8

- . <« .
e M e s S e e o Im RS S e

BN

i 8050 DCWORD(11)sBLANK
i CALL CHMPZ(8.DCUNRDSTWARD)
g CALL CTBF (TWBRDsFaN)
; N1sSTART
? DB 8100 Isi,NL
N2zNi+WIDTH=1
TEMP=3 (N1

CALL B47(TEMP)

CALL DCOMPZ(41TEMPLUWHORD)

WORD(3)s6PL1ST(3)

TEMP=B (N2)

CALL B&7(TEMP)

CALL DCaMPZ(1,TEMPADCWEBRDY

WORD(L)zDCWARD(1)

WARD{5)=DCWARD(2)

WORD(6)=BILANK

WEBRD(7)=BLANK

WORD(8) =8| _ANK

KzNL= !+1

CALL CaMPZ(8,WBRD INTVLIK,1))

NisN2+1

AREA(L,1)2=30

STEPsSe/FLAAT(NL)

SYOP =NL+1

D8 8200 1:=2,576P

8200 AREA(I,1)=AREA(1=1:8)+STEP

h DS BB50 1=1,576P
EXPTecAREA(L21)2AREACT L) /20

8250 AREA(I,1)a(5e/S0RT(2e#303%416))52¢718852EXPY

IR N e St e S e s e e

oot 2R MG St 2 e
e
>
o
o

TR

PR R

! DO 8275 1=1,NL

% 8275 AREA(!,1)=((AREA(1+s1Y+AREA(T+151))/20) #STEP
§ F ( DISTRB oEQe 1 .} 68 TH 8293

i SUM=0+

; DG 8290 [al,NL

% AREA(121)sIFIX(AREA(T 1) *FLBATINY¢05)

1 8250 SUM=SUMe$AREA{1:1)

5 ISUB=FLBATINL) /Re%0ed

i AREA(LTISUB,1) = AREA(ISUR, 1)+ (FLBATIN) =SUM) 445 J
GB T8 8280 '
8295 IF { NPLACE «NEo O ) GO T8 8298
WRITE (6.,8)
NPLACE=3
8298 SHIFT=210eu#2NPLACE
SUM=0e
D8 8296 1=i,NL
AREA(I 4V IFIX(AREA(T L) #5HIFT+e5) :
8236 SUM=SUM+AREA(T,1) %
ISUB=FLBATINL) /2345 |
AREA(ISUR; 1) 2AREALISUB, 1)+ (SHIFT=SUM) 55
D8 8287 l=1sNL

i b TR S e e

e R
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8297

8299

8280

G50

9000

ARCALT L Y=sARTA(L L) /5HTIFT+5¢0/(SHIFTE100)
SUMa0e
DO 28299 1=1,MNL
SUMSSUMSAREA(] 1)
DIFF=1euSU"
AREACTISUS 1) =ARCA(ISUBIIY+0IFF+1o/SRKRIFT
BUFFER (N3 ) =Bl ANXK
N=N3s g
DO 8300 I1si,NL
CALL DTBMPZ (1, INTVL(1,21),DCWIRD)
DO 8350 J=1,5
BUFFER(INB)Y=DCWORD(W)
NOaND4q
CALL FTBC(ARCA(],1)2XODE)
17 ( DISTRA €N ) GO Y0 83920
DB 8250 J=1s5
17 ( KGDE(J) oNEo BCD(1) ) GO 7@ 8370
KODE(J)=3LANK
D9 38380 J=1,5
BUFFER(NDB)sKRDE(J)
N aNB+ 1
GO Y0 8300
NPsb+NPLACE
IF ( NP «GTe 6 ) GO Y8 §£395
WRITE (6,8)
NPa9
NPi=NP&y
06 8396 KsNP1,10
KODE (K ) =BLANK
08 8400 J=6,10
BUFFER{(NB)=KBDF (J)
N8=hNB+1q
CANTYINUE
NBsN3w1
RE TURN
CaLL DCOMPZ(L,TEXTINT) ,DCHWORD)
NY=NY<+1
D& 9000 1=4,5
TEMP=DCWaRD( 1)
CALL BL7(TEMP)
CALL CTUF(TEMPIKODE (1) aNNNN)
D3 9001 1=1,4,3
Kel
IF (1 «GTe 2 ' K=2
N1=K@DE( )
NL=KOPE(]+2)
D8 9001 JU=1,NL
N2oFLBAT(NL) +KODE(I»1) el
TEMP28(NY)
CALL BA47(TEMP)
CALL DCOMPZ(1:TEMPLHIRD)
WBRD(3)saPLILIST(3)
TEMP=D(N2)
CALL Bu7(TeMP)
CALL DCOMPZ(LsTEMPADCWORD)
WORD(4)=DCUORD ()
W3RD(5)=DCWaRD(2)
WORD(6) =3 LANK
WORD(7)r3LANK
WARD(8)=BLANK
IF { K 286 1 ) L=NLeJ=l
IF ( K oEQe 2 ) |.=J

=)12-
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9001

S006

9008

2009

2005

9600
9550

9500

2015
9010

CALL CoMPZ{E»YWORDs THTVL(L D))
N1=sNDey

AREA(L,1)==30

AREA(L;2)==30

DO 900% 1=1,403

Ksl

IF (] oGTe 2 ) K=2
SIEP=6/4NDE(1+2)
STAP=KODE(1+2) +1 e

D8 90046 J=PsSYOR
AREACJK)Y=AREALU=SsK)«GTFP
CO 9008 J=21,573P

EXPT=za AREA(J I K) 2 ART AL JsK) /20
AREA(LIIK Y= (4 0/SCERY(2etJe1416))e2e¢71855xEXPT
WN=KOQCE(]+2)

DA 90079 J=2isNN

AREAM U, )2 ((AREA(J:RYCAREA(J+L 1Y) /720 ) 2STEP
CONTINUYE

CALL RANDU(NIXsN]IV.X)

NiX=N1Y

NTOGTALz((200¢+X#1002)/300) %05
NTYSTAL=NTOTAL#10
NL1eK&DE(3)

NL2=KODE(6)

SUMaQ

JSUBL=FI BAT(NLE) /2845
1SUB2eFLEAT(NL2)/26c+ab
XX=AREA(ISUS L 1) eAREA(T
IF ( DISTRY oFQo 4 ) %X
DO 9500 l=zi,NL1Y

D@ 9500 J=i,NL2
XsAREA(101)2AREA(Js2)
JF ( DISTRE oEQo &
SUMeSLUHMeX

CALL FTOC(X,K3DE)

DY 9550 L=1,5

}JF ( DISTRB oZQe 3
DCWORD (L) =sKpDE(L)

G3 Y8 <550
DCUWERD (L) =K3DZ (L +5)
CuENTINUE
DEWORD (&) sDLANK
DCWERD(7) =B ANK
DCYUBRD ({8 ) =BLANK

CALL COMPZ(8,DCWORDAJIINTI(ILJ))

CONTINUT

IF ( DISTRB oEQe b ) UXNsXX+FLBATI(NTBTAL)eSUM

IF ( DISTRS oFQo 3 ) XXaXX+louSUM+lo/Z{10eu2NPLACE)
CALL FTBC(XX,K8DE)

DB 9010 L=al,5

IF ( DISTRB oFQs 3 ) GB T8 9015

PCWERD (L) =KODE(L)

GO T8 9010

DCWORD (L) =KeDE(L+5)

CANTINUE

DECWERD (6 Y=BLANK

DCHORD (7 ) sBLANK

DCWORD (3 ) =Dl 4 NK

CALL COMP2(8sDCWARDAJBINTIISUL1,1SURZ))
BUFFER(NB) =Bl ANK
NB=NB+y

C8 9700 lsisNii

n 3

U32s2)
KR

#FLOAT(NTETAL)
) XeXaFLOATINTOTAL)

) G8 T8 9600

R g :
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9704

9705
9707

9709
8701

L 8FCe0
- 8FF¢0

905¢0
90A0

- 90E <0

913¢0
91740
9ile0
9220
@270

CALL DCOMPZ(12INTVLE],1),DCWORD)

DA 9704 J=s1,5

BUFFER(ND) »DCWARD ()

NBsNRa§
DO 2710 J=1,NL

2

CALL DCOMPZ(LaJIINT(1,)DCVLRD)
) Gy ¥3 37¢C7
1F ( NPLACE eNEo O ) GO TO 3705

IF ( DISTRB E

WRITZ (6.8)
NPLACE 3
NP=NPLACE+]

GO Yo 9701

DB 9708 K=i,4
1F ( DcWard(k)

NPsH

NP1s3NPa+y
DB 9716 K=NPi.,

DO 5715 K=1,5

Qe &

HEo BCD(Y)
9708 LCYWORD(K)=2BLANK

5

9716 DCWARD(K)xBLANK

BUFFER({NB) eDCWGRD (K)

NK

CALL DCOMPZ({1,INTVLL],2)5DCHURD)

) GB TO 9709

FORMAT (S51H{NUMBER OF DIGITS REQUESTED IN PROEBABILITY IS ZERBe//

. PROBGRAM ALLECATIEGN

RNUMBR 8FDa0

! 9000
CNTR 0+0

STOP 00

N GOF«0
NTY 9140
NL 8180
STEP SiE.O
NP1 9230

NL2 G280

B47
CaMe2
BF 1SS

9715 NB=NE¢{
9710 CONTINUE
9700 CONYINUE
Nl.22=NL2+2
D 9720 M=i,NL22
DB 9720 1=1,5
BUFFER(N3)Y=BLA
9720 NBzNB+1
DO 9725 1s=1,NL2
DO 2730 J=1s5
BUFFER(NB):DCWORD(J)
9730 NB=ND+{
972% COBNTINUE
NB=NBwy
RETURN
&
END
SUBPREOGRAMS
BF!SG BFIFTD
BFIFN Fyec
BFsSs BFISF

BL ANK
TEMP
SAVE
NREPS
Ly

X
THWSRD
SUM
NNANN
1SUs!

CTOF
FLBATY

BF ISR

0¢0

0240
90460
S08,0
910.0
0,0

91As0
G4F 60
924,40
92940

bCeuPZ
SQRT

DISRB
SWITCH
ZERS
JK

JJ
NPLACE
Ni
1SUS

L
jsug2

141HOPROGRAM WILL CONTINUE WITH THREE DIGITSes/1M1)

BFIFR
IF1IX

8FEeQ
8030
9080
90C0
9110
21540
8480
8200
0250
92A»D

RANCU
BFIITF
N
NN
SKIP
11
6P1
NP
N
SHIFT
NTBTAL
XA

EEGCERGEGEGERVAL RLRUEe

e e i T R S TS i B




92000 BCD 93740 OPLIST  93Ce0 DCHORD  94heQ ep
94A0 T 95240 LIMIT 95460 R 95E¢Q KODE
193040 INTVL 9ACO JOINT A7400 WORD
|
§/8LOCK1 / ALLOCATISN 6979 WORDS
0¢0 TEXT 465000 NTEXT 465100 L INK
 /8LOCK2 7/ ALLBCATION 3EA WORDS
1040 BUFFER  3E8¢0 NB 1 3E9¢0 NIX

BL.BCK3 / ALLBCATION 1A7 WaRDS

EASE 30 B 7B¢0 FY

. PREGGRAM END

alakaelsislel

4C

50

Q%%ﬂ#&%ﬂ#@*%%%#%ﬂ%%%ﬂ%ﬁ%%%%%%*#%ﬁ&%ﬂb%%%%%%%&4%%&%&#%&%%“%&&&#&%&4

FTOC SUBPROGHRAM e CONVERTS REAL OR INTEGER NUMBER [NT3

ALPHANUMECRIC EQUIVALENT.

§%Q%%&6%“#%&*%6&*&%%*%%%9*ﬁ§§%§§*§§%*§6%46%§ﬁ@*ﬂ%&ﬁ%%&%%ﬁ%ﬁ%%dQQQ%

SUBRBUTINE FTOC(FsKULE)

INTEGER C

REAL. KoDE, IPNT,HMINUS

DIMENSIEN KQDE(il)pPAD(b>aBCD<10)

DATA RAD/lOOOOoleOOOaiOprIOopln/

CATA BCD/Z'0 1401205031, 00 850161 5171,5181,191/
DATA IPNfaMlNUC/'o' Yalty

Sale .
IF ( F
FeFus
IF ( F eGYo
D8 40 Is1,11
KeDE(])Y=0CD(1)
KEDE(AH Y8 IPNT
RETURN
KBDE(S) s IPNTY

{F=F

T=siF

RaF«Y

c=0

D8 100 [=21,2

D6 200 J=1s5
CsCe}
T=FLEAT(IF)/RAD(J)
1787

KBDE(C)=1™

oLTe Oc ) Sa=loe

«CO00L ) G3 TO S0

N B B B N S st e SR B e A S s o




Full Tt Provided by ERIC.

e N
R b s 'ﬁwwxﬂmmwmﬂm»mmmm_ .

IF={T=KaDE(C)I*RAD(J) o5
200 CONTINUE
CeCwl
1F=N+100200¢
100 CSNTINUE
D& 300 1=1»1i1
0o 300 J=1s10
FJdzJel
1IF ¢ KEDZ(1)EQaFJ) KGDE(])=BCD(J)
300 CONTINUYE
IF ( S oEQe 1e ) GO TH 500
DO 400 [=1s5
1F ( KeDE(I) oNEZe BCD(1) ) GO VB8 450
400 CENYINUC
126
H50 KeDE(1el)=MINUS
500 RETURN
END
 SUBPREGRAMS
! BFIFT! BFSITF FLBATY BFISS BF ISR
. PROGRAM ALLOCATIBN
: E600 FYGC E7<0 IPNT E3e0 MINUS E9en S
EAQ ! - £8¢0 IF EC00 Y ED.O R
EFe¢0 J FOeO 17 Fie0 FJ
0:0 K6DE F2e¢0 RAD F7¢0 BCD

| PREGRAM END

BLLOCK DATA

INTEGER BASE,REEL.S2TSAVE

COMMBN /BLACK3/ RASE(3),B(120),FT(20215)

COMMON /BLEBCKH/ REELS(%)aNREELS;LTAPE(%SO)aTSAVE:NSAVE:ITAPE(Q)
DATA B(l)98(2)98(3)38(%)98(5)38(6)18(7)ﬁE(S)sB(ﬁ)JB(10)
1'01':'02';'03'»'O%':'CS';'Gﬁ':'07';’08';?09'3’10'/
)48(13):B(l%):B(15)p8(16)38(l7))8(18)aﬁ(19)98{20)

DATA B(11),B(12

1r440,01421,143 1810151, 1181,1171,1131,1'49',120"/

DATA B(21)sBLZ22 58(23)98(2%)»8(23);8(26):3(27):3(28)48129)38(30)

11281,122,1231, 2ula 1251, 1251, 8271,1221,'231,120'"/

-DATA B(231).,B(32 33(33):8(3“))B(33):8(36)98(37))5 383)s3(32)aB(40)
3

1131121321533, 3021350, 038"2037021331,1331: 1401/
B3YaB(4a)BLA5) s B(E6)sGIET)1D(48)13143):B(50)
"“5'5’“6”'%7"'48'J.49'3'SO'/
53),5(55)20155)9B155)25(57),2(53):5(59);B(60)

DATA B(&41)sB (42
1ra1v, 042,043,

DATA B(51),3(52)28(53
10510,0521,153% 1541215551851, 15711531, 153121800/
53)38(064) 23 (63)sB166)53(67)53163),5183148(70)

1161V ,62Y,'821,164
DATA B(71):B(72)a8C
§v 780,072,873,
DATA B(aL1):B(&2)08

Va5, 10651870, V03 5163170/
3)38(7%)38(73);8(76);9(77):8(78)58(79398(50)
Vet 1 7a 1771, 1731,1731,1301/
3)98(3$)3B(85)38(86)95(87)95(88)38(8b};%(90)
1RSI, FRON ) 1871V ER1 123121501/

.

o IV

(
)
{
t
DATA B(G6L)aB(E2) 25
'
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(
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1181101820 ,183 0,030
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%
g

!

|

3
g
£

!

BF $SX

%

i

¢ /BL.OCK3
- 040

i /DLOCKS

000
§C9.00

OO0 0

DATA 8(91)58(9P)n0(93)»9(94)98(95):8(96)98(97)18(93)43!93)48(106)/
11G11,1921,1630 0958 ,1050,1951,1971,1531,1931,'100"/

DATA BLL01)s0(102)281103),30504)sB(103),8(1056)8(1071,0(103),

1 BL109),80110) /
211011,11000,11031,11040,14051,11061,11071,11031,'105','140!'/

DATA B(ili):%(iia)aB(113)38(114)90(115);8(116):8(117)99(LiS);

i B(119),0¢(120) /
2’111'0'112'9'Il3'a'114';'115';'116';'117*:'118'9‘119':'120'/

DATA REELS/1¢2230%/

END

SUBFREGRAMS

. PROGRAM ALLECATICN

/ ALLBCATION 1A7 WERDS

BASE 3:0 B 780 FY

/ ALLBCATION 1€D WERDS
REELS 460 NREZLS 500 LTAPE  1C7+0 YGAVE 1
1Y APE

‘' PROGRAM END

uabhanu%énwﬁa&ﬂ*nu%%*«&ﬂ%&ﬁ%&u%ﬁ&&&@%ﬁ%ﬁ&a;*a»%&nu%a&@%ﬂ&&&aa%&&ﬁ&
TCHECK SUSPROGRAM we LBADS CONTENTS OF APPROPRIATE TAPE [NTO
CORE DURING EXECUTION 6F EATH JTEM FORMe

*%é#ﬁﬁ%%&%i&5#%%0&%0#%%*%%%%&&%%?%ﬁ”*%*%ﬂ%%%&éé%d#&*%ﬁ”#?““*?**“**

SUBRIUTINE TCHECK(N)

REAL=3 TEXT

INTEGER REELSsTSAVE

COMMAN /BLACKL/ TEXT(9000) sNT,LINK(43505,10,2)

COMMBN /BLACKL/ REELS{H) )NGEELSLTAPI(S50) s TSAVEINSAVZSITAPE (L)
NSAVE =N

IF ( LTARPE(N)
TSAVE =L TAPE(N)
REWIND TSAVE
READ (TSAVE) NTH(TEXT(I)a1=1sNT)
RETURN

«E0e TSAVE ) GC T8 100




R S TR IIG ST R TE TG UL 8 R P CLRN B rban e s oo A TS,

| |
% SURPRGGRAMS ]
g BFigT BF 152 RELY] BFI0Y BF tSF BF 1SS BF § &R,

§ PROGRAM ALLOCAY 18N |
4A0 TCHECK 040 N T 1

- /BLOCKL  / ALLDCAYION 6979 WORDS ' 1
000 TEXT 465000  NT L65100  LINK §
- /BLOCKYL 7/ ALLBCATION 1CD WBRDS

l 00 REELS 400 NREELS 500 LTAPE .  1C7:¢p TSAVE. y‘
0 1C%.0  © ITAPE 1

. PROGRAM END

C PR R X F PG ST RS R R R R L TR TR RS- TR SN R SRR X2 X8 R NE- 2 X RN
c b
C CTEF SL .PROGRAM e CENVIRTS AN ALFHANUMERIC NUMBER INTS .A REAL {
c AND INTEGER EQUIVALENTe |
C 'j)
C i}ﬁ%#%i‘%#kb%%ﬁﬂ{éﬂ&i‘f.‘s‘h‘kﬁ{éﬂ{.v%r-‘:v"ﬁ’.'i"{}ﬂéVt##**%%%”%%ﬂ%#&’)%%{"5%%#0&}&#%%%&59*% %
SUBROUTINE CTOF (WORDsFaN) a
REAL®8 WAaRD :
REAL MINUS: IPNT E
DIMENSION R(17),3CD(10),DCHBRD(S) y
DATA MINUSaIPRT,BLANK/tet ety 1y L
DATA BCD/Z'0', 40,120,120, 000,150,080 ,0 71,081,150/ 1
DATA R/Z10CD0000e2100000005 1000000410000 10002031080,10053040¢0 §
1012001,00048::00044+:s00001,:000004200020001,.000002001, §
CALL DCOMPZ{LsWERD2DIWERD) 1
FMINUS=1 o |
IF ( DCWSRD(L) oNEo MINUS ) GO 79 15 i
FMINUSs=1o %
DCWSRD(1)=s8CD (1) 3
15  NPs0 ‘
D0 20 ]=1:6
IF { DCWBRD(®) oNEs IPNT ) GO T& 20
NPz
Ge Te 50

20 CONTINUE

D8 3C 1=1,8

Je8al+q

IF U DCWORD(J) eNTe BLANK ) GO T8 40
30 NPaNP«+§
40 NPz3eNpP+ |




TSP R R

esleXNelelela

100

%
| SURPREGRAY -
&
%

50 DO 55 1:=1,8
IF ( DCWERD(T) oEQs BLANK ) DCWORD(1)sBCD(1)
55  CONTINUE
6C DB 70 1=1,8
De 70 J:=1,10
1F ( CCWORD(1) «EQe BCD(J) ) DCUBRD(1)=Jel
70  CONTINUE
N1zQu(7a(8=NP)) |
N2=N1¢7 g
DCWGRD (NP) =0 :
F=0»s
Ja0
GO 80 I=NisN2
NENES
80  FuF+DCWORD(J)#R(1)
FeFeFMINUS
NeF
RETURN
END ;
. SUBPRBGRAMS o
|3
. peempl BF:ITF BFIFT! BFISS BF $ GR |
~ PROGRAM ALLBCATIEN |
' E8.0 CTOF £E900 MINUIS EAeQ IPNT £800 nLANK 0
. ECeC - FMINUS  EDO NP EE0 ! EF o0 J Fuood
F F140 N2 040 F 040 N i
t F260 R 103:0 BCD 10D 0 DCWHRD
. PROGRAM END

%#%%ﬁ%%%%%b&ﬁ%%%&ﬁ%&&%ﬁﬁi%gﬂ**%é*#%&§%%§%%%%G%%%*Q%Gﬁﬁ*@%#&#&%%%ﬂ%

B47 SUSPRBGRAM == LOADS ALPRANUMERIC BLANKS INTO ABYTES 4=7 OF
CEUBLEWORD

SUBRBUTINE BLR7(WORD)
RCAL®#3 WARD

DATA BLANK/Y V/

CALL D=ZS(WORDaWLaW2)

DG 400 [=1,4

Jalpl ,

CALL PONE(BLANK D:W25J)
CALL D3SL (Wi:¥W2aw3RD)
RETURN

END

et AT o A R SO ke o st e
. *““’“”ﬂ’f}?‘**“f“f‘”‘f"‘%%__fxﬁths:wwxﬁim R o R e o AT Sy i

PKONE 03L BF 1SS BF {SR
~110-
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i "mmmzﬁs'ﬁ&ﬂ&wwimm’ T T — . N i vt i N .
PO ] 4 o e . - - Kiess Keds K e 5 AR E«a}



PROGRAM ALLEBCATIAN

3C¢0 B47 3060 BLANK 000 WBRD 3t 00 Wi o 3
?000 1 410 J
é
J
PREGRAM END
o P T T T 2 L AL LA TR AL LA LU L AL A Al A 4
C g
C DCOMPZ SUBPROGRAM == PERFORMS DECOMPOSITIEN OF DAUBLEWGRD 5
C INYG 8 BYTES
C
C &%#0%%#%%&&%%6%5&&*0%&QQ%§%5§&5%#%&%%&%4#%%%gﬁﬁﬂ%%*uéﬁ@ﬂﬁﬁﬂiﬁéﬁﬁﬁﬁ
SUBROUT INE DCBMPZ (N2 YWIRD,DCWORD)
REAL#S WORD .
DIENSION DCWBRD(8) |
DATA BLANK/! '/
D8 10 1z 1,8 :
10  DCWERD(])sBLANKR ]
CALL D28(WORDsWiaW2) | i
De 100 1= 1.4 f
Jelel q
100 CALL PKBMNE(W12J2BCVORD(1)0) .
DB 200 35,8 3
\13195 ,
200 CALL PKONE(W2,JsDCYBPD(1)50) |
RETURN i
END 5
' SUBPROGRAMS
D2s PKONE BF $ 85 BT 1SR
 PRGGRAM ALLBCATIGN
. 6640 DCBMPZ 6700 BLANK 680 1 0:0 WERD 6] 4
i 6A« 0 We 6B8e0 J 000 N %
020 DCWERD

! PRAGRAM END

%ﬂﬁ”6%&}%&%%5%#56%*Uﬁﬁﬁﬁ§§%&ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ%%&%%G%#%Qﬂ%&*ﬁ%%ﬁ%&#ﬁ&%&ﬁﬂ%

CEMPZ SUBPREGRAM =« CAMPOSES FIRST BYTE oF 3 SINGLEWARDS INTH
BNE DaUBLEWGRD e
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100

200
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SURRBUTINE CHMPZ(N2WERD,BUT)

REAL #8 6UT
DIMENSION WGRD(10)
D6 100 1=1,4

Jel=1
CALL PKONE(WORD(1)a02W1lsJ)

D6 800 [25:8

Jale

CALL PVBNE(NBRD(I)ﬁCﬁWEﬁJ)

CALL DBL(W1,W2,8UT)

RETURN

END

SUBFRBOGRAMS

g
§SBQO
§0°O

0¢0

B L e T e e e e s S P s ety A a1

S AR N

902

PKENE

COMPZ

ouT
W3RD

PREGRAM END

DBL

00000000
0000001
00000002
00000003
0000C00%
00000005
00000005

awd by G
(RUAALSS R TS
e

02200050
8100000
20000001
n210000D
20000001
R240000D
R2400Q04
200000014
R220000D
200000014
gresS0000D
REE00005
F22330004
FBIA0002
02200050
8A100000
20000001
E&C0000D

PR&GRPM ALLACATIBN

> TP >P>>>>>>> P>

* rb*;%%%%(r%%!b%%5%91‘%1"%3‘}f‘#‘\%ﬁ#

58¢0 Wi

PACK AND UNPACK ROUTINE

BF 1S5 BF 1SR
5990 I 5,\.0
00 N

#
DEF PKBNE

LR EQU 13

A EQU 1,

B EQu o

AC EQU 3

NA EQU &L

NB EQU 5

NREGS £0U 5

PYENE \.C1 NREGS
AlsLR ]
Lvi: A % R
Al,LR 1
LWsNA SLR
LW, NA BNA
AlsR 1
LW,B #LR
AlsLR |
LWaNB &R
LWaNB #ND
LB, AC #AsNA
STBaAC #B o ND
LCl NREGS
PLM»1 %0
Al)LR |
B #LR
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SR et s il o ey o e c RN IOt o i Aihad
e Kl o8 s I SRR

| END
€T 1ONARY

1160000
= 00001
L 000032
1 00003
< 60004
- 000053
Joooos
00007

2

i

ki ERIC

‘4& FullTxt Provided by ERIC

coooco0d
00000003
000000Cz2
0000000D
00000004
00000005
00000005
00000

00000000
00000002
00000003
0C000COk
0000000%
02200040
88100000
20000001
R240000D
12280000
20000001
R24000Q0D
B5200004%
2000C001
R240000D
BR5300004
02200040

"“aA100000

200000014
E£00000D

ICYIGNARY

00000002
00000003
00000

0009000
000G002CD
00000C0O4

c00000CCD
00000002
co000003
C000000+
00000004
Qz200040
83100000
20D0C001
R220Q20D
RE200002
20000001
82300000
R23000023

2000C004

> > >>>> >

P> >>>>> > >

%ﬁ‘m‘ﬂxﬂﬂﬁ»mﬁw* e A S A e

NREGS
Das

NREGS
DBL

DEF

CEQU

EQU
EQU
EGQU
EQU
L.C1
PEM,Y
AlsLR
LWeE
LD, C
AlsLR
LW,E
STW: C
Al R
LWoE
STWsD
[.CI
PLM:ed
AlsLR

END

DOUBLE T8 SINGLE WBRDS ROUTINE

D2S
i3

#LR

=R
eE
NREG
@0

€3

#1.R

SINGLE T8 DOUBLEWBRD RBUTINE

DBL
i3
rod

3

b

&
NREGS
©Q
1
&LR
iiAA
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Tk A 2

AT A S

A—

0009
00CA
0003
I000C
§OOOD

JO00E

4

P o TR S A s e TR T

s i

RS S N R S T Pk

ICTIONARY

R240C0O0D
15230000
02200040
2A100000
20000001
E800000D

00000002

00000003

00000004
00000

00000000
0000000%

OO0 OONOOONOOONOONOONODOOONDNONnDOOO0O0O0DO0n00

> > 3>

L

LW, C #|.R
STD», A 0,C
LC NREGS
PLM»1 #0
AlsLLR 1

B #LR
END

GO0 000 0000C0C00090OC00CCCCNN00 Q000000 CCCYSGCR0000000000000C00QECOROCOTE

SUBRBUTINE RANDU

PURFBSE
COMPUTES UNIFBRMLY DISTRIBUTED RANDAM REAL NUMBERS BEYWEEN

0 AND 1+¢0 AND RANDOM

INTEGERS BETWEEN ZERS AND

2u#31¢ EACH ENTRY USES AS INPUT AM INTEGER RANDIM NUMBER
AND PREDUCES A NEW INTEGER AND REAL RANDOM NUHBER,

USAGE
CALL RANDU(IX:s1Y,YFL)

DESCRIPTIAN BF PARAMETERS

REMARKS
THIS
THIS

SUBRAUTINES AND FUNCTIOGN SUBPROGRAMS
NGNE

IX «

1Y «

YFLe

FAR THE FIRST ENTRY THIS MUST CONTAIN ANY 68DD INTEGER
NUMBZR WITH NINE BR LESS DIGITSe AFTER THE FIRST ENTRY,
1% SHSULD BE THI PREVIGUS VALUE OF 1Y COMPUTED BY THIS
SUBRBUTINE .

A RESULTANT INTSGER RANDBM NUMBER REGUIREID FOR THE NEXI
ENTRY T8 THIS LU3RQUTINEe THE RANGE 6F THIS NUMBER 1S
BETWEEN ZERG AND xu3i

THE RESULTANT UNIFEeRMLY DISTRIBUTED, FLOATING POINT,
RANDAM NUMBZR IN THE RANGZ 0 T8 140

SUBREUTINE 1S SPECIFIC TO SYSTEM/350
SUBRHUTINE WILL PRODUCE 2#+#29 TERMS

BEFORE REPEATING

METH3D

POWER RESIDUE
RANDBM NUMBER

REQUIRED

METHAD DISCUSSED IN IBM MANUAL C20-8011,
GENERATION AND YESTING

00CCICO0COO0ER03CROCeC00C80AO000ACECO0000000C0C0COCCO0CCORR0QO000GC0ELN:

SUSRSUTINE RANDU(CIXsIY,YFL)

1YalXs65559

IFLIY)E:6,6

o

[Y=1Ve21476835647
YFL=lY
YFLeYFL+ 46566136

o A W
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RETURN
END
:
; SUBPRIGREMS

BFOITF BF1gS BF 1SR
PRSGRAM ALLCCATION

Lo RANDU 0°0 iy Ca:0 IX 0¢0 YFL

e o T AT O T P P Ay T T W T A e, x

i

v

% PREGRAM END
g

| (MAP)

f BFIDDIR
| BF :DDAR

i BF 1aNF oK \
50 MiC
5 C MiLo
72 (HNE
Y3 MO
y € MIFO
8L MIBE
D MIS]
pitt

LawesT Lec
ELOCKY
MILDRST
BLECK?
BL.GCK3
BLECKS
MAKTYT
PRINTS
TESYS
RNUMER
F1ec
TCHECECK
CTOF
BL7
CeomMpZ
CeMpPZ
PI{ENE
Cz3
D&l
RANDU
BFIPIN
RFLTRP
Ereyre
IF1X
FILLEAT
FLOATF
BFeSS

= ": DL g
LMV NNOCO

CUCOO0O0OCDOODOOOLDODODITTOCOO0O0CCIO0COCOCOO0O

e el e “r,,ar',:‘\,‘{‘— o F G o ? o W
OO X>»PTO0R»000 & OU10r 2>
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i n L TEG A imTry 1YEM CAROE ING FEROACHIEVIMIN
penyn. SHUEMAKER CEMeUTER A1DED 1TEM GAMDEING FERACHILYS
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oo 1

1GTVEN THE FOLLOWING SEYS WMERE U = A CUP B cyu® € Cu? pv

(PAMELA SUSAN ALICE JANEZ SALLY)

@

e (SUSAN PAMELA ALICE BETH KATE)

St

A
B
¢ = (ANN BETH KATE MARY)
D

! o (SALLY KATE MARY SUSAN AMNNI
%

L LIST THE ELIMENTS IN
cuP MEANS SET UNISN

? A CAP (BNBT CUP (CNoT CAP D))

tHE FOLLBWING SCY WHERT CAP MEA ‘

NS SET INTERSECTICN,
AND ANOT MEANS ALL ELEMINTS NOT IN SET Ae

il

I
L NGo e

GIVEH THE FELLBWING SETS WHERE U = A cup B CUP T CUP Do

"

s (W/W IS AN INTEGERY 4 oLEe W elte 7 )

<

A
B = (X/X IS AN INTEGER, 2 oLEs X oLEos 8 )
C el.Ee 7 )

(Y/Y IS AN INTEGERs 2 oLEo

D v (Z/Z IS AN INTEGER# 4L o e Z elLDo 10 )

. en. 11T THT ELEMENTS IN THE FOLLBWING
ey vo ME £S5 BR EQUAL T0o LIST THD ELEMENTS IN
NOTE, e L S oL INTERSECTION, CUP MEANS SET UNIBN AND ANGT

MEANS ALL ELTHENTS N2Y IN SET Ao

e R T e A e e PPN
7

(s

A CAP (B CuP C CUP D)

e

o
o
w

e o mis Ryl Bt T N O PO . o
= s P :sich

s SURVEY OF 653 STUDENTS TAKING ONZ OR MORE CEHURSES I§Y$g§iﬁgaﬁrzfvbibq
OUR N e R § - 5 g NUMASARS fF STUDLNTO Weise
n o BTATISTICS RIVEALZD THAT THE FaLLawWiNeg Ay - : mmn T
OB SN SHE'TNDICATED SUDJZCTSs NGTE THAT THE DATA GIVEN INCLUDES TU2 | 0oy
CTAL NUMGER GF STUDINTS WHO ARE TAKING THE INDICATED COUHSS B 9
Lo COURGES RECGARDLESS OF WHAT @THIR CBURGES THEY MAY BE TAXINGs
ALGEBRA 120 d
ALGEBRA AND STATISTICS 656 é
-
PHYSICS 112 4 - ]

ALGEDRA AND PHYSICS 60 o

e L
:‘ ﬁ»@':gu:_ e

%
S




STATISTICS 115
PHYSTICS AND SYATISTICS 72

[}

ALGEBRA, PHYSICS AND STATISTICS &3

W:w,:mm S = )

C
iBUT NuT ALGEBRAG

Z
(&)
o

&

ESE[ EXPRESSION WHERZ CAP MEANS SET INTERSECTION:; CUP MEANE €
. AND ANBY MEANS ALL ELEMENTS NAT IN SET Ae

(A CAP B) CUP (B CAP C) = (B CUP C) CAP &

SR S

¢t N@e 5

L GIVEN THE FOLLOWING SETS.
As (ANN BETH KATE MARY)

RIS T

Bz (HENRY WILLIAM RICHARD SAM)

B R A e TR ]

LIST THE ELEMENTS IN THE SET PRIDUCT AXBe

S M e

b NGe 6

GIVEN THFE FBLLBWING SETSe
Az (SALLY KATE MARY SUSAN ANN)
Bas (JAMES RICHARD HENRY THIMAS)

& 34 s domoncn. - 1T

GRAPH THE ELEMENTS IN THE SET PRODUCT AXBe

NG o 7

BEEEE s o IR oo

@ GIVEN THE FOLLOWING SETS
Aow (¥ / X 1S AN INTEGER; & oLEe X ollEe 9 )

B s (Y / Y IS AN INTEGER, & oLEe Y oLEs 6 )

PRADUCT AXBo
o-127-

yorm 2 R MW;M e
et 2 forarrmryer]

WHERE oLEs MTANS LESS THAN DR EQUAL TCe LIST THE ELEMENTS IN THE ©

' pRBVE THAT THE LEFT SIDE 1S ENUAL T8 THE RIGHY SICE IN THL FDL!“WfNG

7T UNIEN

M

-2

e

EHPUTE THE NUMBER OF STUDENTS WD ARE YAKING EITHER PHYSICS OR STATISTICS




P ND e

L GIVEN THE FBLLOWING SETS.
Aw (X 7 A 1S AN INTEGER, & oLEe X olEe¢ & )
B e (Y /Y 18 AN INTEGER, & oLEe Y oLEe &)

WHERE oLEes MEANS LESS THAN OR EQUAL TBe GRAPH YHE SET PRAEDUCT ¢

N{ o 9

GIVEN THE FOLLBWING SETSa
Az (ANN BETH KAYE MARY)
Bz (JOMN ROBERT HENRY STEVE)

CONSIDLRING THE SET PRODUCT AXB LIST THE ELEMENTS IN THE RELATIEN,
VBOTH NAMES END WITH THE SAME LDTTER!

GIVEN THE FOLLBWING SETSe
A s (X /7 X 1S AN INTEGERs 2 slEe X oLEs i1 )
Bt (Y / Y IS AN INTEGER, 1 oLEs ¥ oLEe 11

WHERE <LEe MEANS LESS THAN OR EQUAL Tde LIST THE ELEMINTS IN THE RELATIAN,
3Y ¢ 2R

'gi NGo 1%

f; GIVEN THE FOLLEWING SETS.
' A e (X 7/ X 1S AN INTEGER, 8 cL.Ee X oLEe 12 )

B = (Y 7/ Y ]S AN INTEGER: &4 oLEe ¥ olLEo §3 )

| WHERE oLEs MEANS LESS TRAN BR EQUAL TSe GRAPH THE ELEMENTS IN THZ RELATIONS
1j 2% & Y © {0
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Aoe (Y /7 X IS AN CINTECTR, 7 (LEs. X

T R a

B oo (Y / Y {S AN INTEGERs 8 ol.Ee Y

| WHERE oLEs MFANS LEST THAN BR EQUAL T, AND GIVEN THT FUNCTION, v =
B v o+ 2 LIST THE ELEMENTS IN YHE RANGE BF THE RELATION

NOe 43

L GIVEN THE FSLLOWING SETSe
A = (PAMELA ALICE JANE KATE)

i B s (STEVE RBDERY PAUL RICHARD THUMAS)

| CONEIDER THE SET PRELUCT AXB AND THE RELATION, 'BETH NAMES WAVE THE
i GAME INITIAL' LISY TuE ELEMENTS IN THE DaMAIN &F YHE RELATION
[

;a CHﬂPaCTLP?ZE EACH BF YHE FBLLOWING RELATIONS &G A FUNCTION BR NONFONCTIEN
L OAND EXPLAIN wWHYe

i

i $s 2XePs2 ¢ YuPe2 = 0 WHMERE X AND Y ART INTEGERS AND MNsPe2 MEANS X
|| SQUARED.

?i 2o X ¢ BY s 3 WHERE X AND Y ARE INTEGERS:

- 3. YePReP = 2X WHERE X AND Y ARE INTECERS AND YePep MEANS Y SQUARED
)

rl

!

%i NGe 15

-

; _

e GIVEN YHE FOLLBWING FUNCYTION F(x) = AN/D + C WHERE A=zi, B22; AND C=3

; ARE INTEGERSe IF X 19 EQUAL Y3 3 CobiP UTE THE CNRRESFHENDING

WHERE X AND Y
F(X) VALUE»

CHARACTERIZE EACH CF THE FBLLOWING EUNCTIBNS AS EITHER CONTINUSUS OR
DIGCO NT INUBUS AND EXPLAiN WitY ¢

R

FIX) = XePe3 » 2XeDed + 3 WHERE X 15 A REAL RNUMBER AND X=Fe3 MEANS
¥ CUSEDe.
Y 8 XoePep + 3 WHERE X IS ANY REAL NUMBER AND YRz MEANS X SQUARID

| Y 8 2X/(1 + XaPs2) WHERE X IS A REAL NU<SER AND XePe2 MEANS X STUARE

j
|

i

5
"
|

?i

%

4
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SUPPISE TMAT A WHITE DIE AND A BLACK DIE ARE TOSSEDs COMPUTE THE NUMBER
EOELEMENTS IN THE SAMPLE SFACL.

Y0 COINS ARE TS8SSEDe LIST ALL PESSIBLE SUTCHBMES IN WHICH
SIN IS A TALL

qUPHESE THAT SNE CARD IS RANDOMLY SELECTED FRaM THRE FIVE HEART FACE

(3%

CARDS (TEN JACK OUTEN AND ACE 0F HEARTS) AND A SECAND CARD 1S SELZCTED
FROH THE FIvE SPADET FACE CARDS. COMPUTE THE NUMULIR OF GUTCEM-S THAT

CONTAIN AT LEAST ONZ KING

Nge 23

CE ARE TBSSED ONE TIMEe LIST ALL BUTCOMES IN WHICH

SUPRPOSE THAT !
P3YS IS 12

¢
THE &SUM OF THE

C

GUPPASE THAT A COIN 15 TOSSED 3 TIMESe COMPUTE THE NUMBER 6F SUTCOMES
THAT CONTAIN AT LEAST TWe HEADS

HMAT ONZ CARD IS DEALT FROM THE FIVE FACE CARDS IN DIAMONDS
JEEN KING AND ACE 0F DIAMANDS)e COMPUTE THY ERIRABILITY
CARD 13 A QUEEN BR BETTER :
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L - Ny )
e S St i C RN B 7 Iy T s O e Ak WA AR R vy TR 7 e S e — 13
MW it e e TP TR W - . S T T TRt s e At g T [ e ettt e oo .

é
@

)
NGo 24

4

:
EU“’P>" TuaT A Pala NF STANDARD DIE A RE TaestEDe CB SMPUTE THE PRICABILITY
%s YHE NUMDER 6F SROTS 1S LESS THAN &

;
.

?N@, g

S ’”J“C THAT 3 DICZ ARSI THSSED ONE TIMEe CEMPUTE YHE PRABARILITY THAT
T NUMBER BF SPBYTS TURNED UP 18 EXACTLY 12

S e e e ot

[GIVEN THE FOLLOWING FREQUENCY DISTRIBUTION.

: 1618 i

% 13¢15 7

i 10442 18

x 07209 16

; 0bu0S 7

t 0103 {

; Ae COMPUTE THE MIDPOINT 07 THE SECOND INTERVAL FREM THE TOPo

5 . COMPUTE THE UPPER AND LOWER REAL LIMITS 6F THE THIRD INTERVAL FREM
L THE BBTTOMo

3 Co IDENTIFY THE APPARENT LIMITS 8F THE SECOND INTERVAL FROM THE TOPe
]

. NG e7

. DRAW A FREQUENCY pOLYGBN FBR THE FELLAWING DISTRIBUTION.

f 1142 &
( 09r10 P2
. 0703 50
] 05=06 48
k 0308 £2

QLw0Z b

GREUP THE FOLLOWING DATA USING INTERVALS 8F WIDTH 2 AND CENSTRUCT A

ighs

FREGQUENCY PULYGONG

13-

(.

wF

A o s A
% 1« et i
SR

s T 4t
.

A e L VP A L ey I

s e
:
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3 4 7
7 6 1
1 7 O
8 &5 3
72 5

NB¢ ¢9

L DRAN A HISTOGRAM FOR FHE FOLLBWING DISTR{BUTIEN.

16317 o
14«15 ©
12«13 23
10=141 3z
02«09 23
06=07 e
0Le0% 2

Nge 30

GROUP THE FOLLEWING DATA USING INTERVALS 6F WIpTH 2 AND CONSTRUCT A

A

HISTGGRAM

57 7 393
7152 8%
1 97565 1
L 22 35 b
L 2 2 8 7 &
7 92 3914

Nge 31

GRAPH THE CUMULATIVE FREQUENCY DISTRIBUTIGN FROM THE FOLLOWING DISTRIBUTICK,

09=10

2 ) -

W W

132~
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ORGUf
FREQU

13

| A TRAY oF

;a—ﬁnn«-?gb« oo

PP L 0 D

lf“
!‘1&_

FilLdNT“P AT A USING INTERVALS OF WIDTH 2 ARD GRAPH THE (Ul
IENCY DISTRISUTICN:

56 55 &3 7
76 4% 65 3
628 259
§5H 1824
1 7955 ¢
6 6 29 37

FRUIT CONTAINGS B BORANGESG, 7 ﬂDPl 5 AND 22 BANANAS, SUpPASE

THAT ENE PIECE OF FRUIT IS RANDBMLY E;E'L,C_C.IF') FROM THD TRAY. WHAT IS
BABILITY THAT YHE PIECE 8F FRUIT 1S AN CRANGE OR BANANAS

YHE PR

CONYVERT
DISTRIBUTION

THE FELLBWINA FREQUENCY BISTRIRUTION IRTE A RELATIVE FREQUENCY

1112 b
02«10 ee
07«03 50
05-06 L3
03=04% z2e
0is02 &

- DRAW A MIST2ERAM FOR THE FOLLBUING RELATIVE FREQUENCY DISTRIBUTION,

10al0 e 05
1ie43 62hH
03«10 039
05«07  #25
02-0% CROR)

A FREQUENCY POLYGON FOR THE FOLLOWING RELATIVE FREGUENCY DISTRIBUT

135

LATIVE

TN
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c0u22 002
; 1719 009
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7 1113 030

00«10 023

05«07 009
g 02«04 02
{INODes 37

17 15 HYPOTHESIZED THAT A CERTAIN RAT HAS A »10 PRISABILITY CF TAKING
YHE LEFT MAND ALLEY, A ¢33 PROBADILITY ©F TAKING THE CINTCR ALLEY AN
A 050 PRGBABILITY BF TAKING THE RIGHT HAND ALLEY IN A MAZE. SUPPBSE
THAT THE RAT 1S GIVEN ONE TRIALs CalPUTE THE FRESABILITY THAT THE RAT
TAKES EITHIR THE LEFT HAND BR THE CENTER ALLEYo

3

{ GIVEN THE FOLLONING DENSITY FUNCTIBN F(x) & X/8 VWHERE X 18 RISTRICTED
70 VALUES BETWEEN O AND 4 COMPUTE THE PREBAZILITY DENSITY 6F 1

F NGe 39

 GRAPH TRE DENSITY FUNCTION Fix) = 2(4 + %)/9 WHERE X IS RESTRICTED
18 VALUES BITWEEN «4 AND 1.

ﬁ

NBs 4O

€

e 2)/3 WHERE X 1S RESTRICTED
LECTED FRoM THIS DISTRIZUTIEN
03T 29

§ GIVEN THE FOLLOWING BENSITY FUNCTION F(X) = |
YO VALUES BETWEEN 2 AND 6o IF ONE NUMBER 15 S
L cEMPUTE THE PREBABILITY THAT THZ NJMBER 16 AT M

X
&

A THREE ITEM TESY WAS GIVEN T8

CONOTE THAT YHE DATA INCLUDES THE
THE ITEM OR CEMBINATICN OF IVEMS
MAY HAVE PASSED G FAILEDS

228 STUDINTS WITH THE FOLLBWING RESULTSe
TATAL NUMBEIR ©F STUDENTS WHO3 PASSED
REGARDLESS OF WHAT BTHER ITEMS THEY

127 PASSED ITEM A

139 PASSED ITEM B
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74 PASTID NOTH O ITEMS A AND B
74 PASSZD B&8TH ITEMS A AND C
67 PASSED BYBTH ITEMS B AND C
36 PASSED A AND C BUT FAILED B

i
%F ONE STUDENT IS RANDOMLY SELECTED FROM YHIS PORULATION, COMPUTE THE

§

PROBABILITY THAT THE STUDENT FAILED A AND C BUY PASSED Be
3

?
ENB" he :
IGIVEN THE FBLLOWING SETS WHERE U = A CUP B CUP C CU? Do :
%
| A e (SALLY KATE MARY SUSAN ANN)
t B s (ALICE JANE PAMELA MARY SALLY!
i
: C e ( ANN SALLY ALICE JANE BETH)
f D = (ALICE JANEZ PAMELA MARY SALLY)
'1F GNE ELEMENT 1S RAMDBMLY SELECTED FROM U COMPUTE THE PREBABILITY
FTHA? THE SAMPLED ELEMENY 1S A MEMBER OF EITHER A GR B ﬂ
INDe #3
’
GIVEN THE FBLLOWING SETS WHERE Uy = A CUP B CUP Co ;
A u (%/%x 15 AN INTEGER; & oLEs X eLEo 12 ) |
" 8 = (Y/Y IS AN INTEGERs 7 oLEeY oLEs 19 ) z
.
C e (272 1S AN INTEGERs 24 oLEc¢ 2 oLEs 34 ) %
s
IF ONE ELEMENT 1S RANDOMLY SELECTED FROM U CIMPUTE THE PREBABILITY %
'THAY THEZ SAMPLED ELEMENT 1S FRGM BSTH A AND B §
3
; g
INOe &9
GIVEN THZ FELLOWING HYPBTHETICAL FREGUENCY CISTRIBUTION, 3
I 3
£ ]
| |
| 09+10 5 i
07=08 e5 g
0506 % |
0:‘3“0&:’ 25 %
] 04602 5 ]
!ir GNE NUMBER 1S RANDIMLY SELECTED FREM THIS DISTRIBUTIONs AND THE 5
‘NUMEER 1S BETWZEN § AND 10 CoMPUTE THE PROZASILITY THAT THE NUMBEIR é
L 1S AT M2ST 3 s f

Full Tt Provided by ERIC.
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TE RN i e ) 3T T "y .

&
Ui

1i{-12 003
09«10 0ei5
07«08 e 30
055’06 032
03904 015
01«02 ¢03

= - -

-iF ENE NUMBER 1S RANDOMLY SELECTED FRAM THIS DISTRIBUTIGNs AND THE
NUMBER 1S AT MOST 6 COMPUTE THE PREBABILITY THAT THE NUMBER 1S BETWEEN
AND &

s A . oy

;80 b6

GIVEN THE FaLLOWING HYPBTHETICAL JBINT DISYRIBUTIGNe

09«10 0 i b o 0
07-028 2 14 23 14 2
05«06 & 23 b0 23 &
03=0% i 14 23 14 2
0i=02 0 2 I a 0

Oln0f 03~04 C5406 07-03 ¢9oel0
ERE X 18 THE VARIABLE ALBNG THEZ ADSCISSA AND ¥ I8 THE VARIABLE ALOGNG

S e N L B N s T NS TS 2o e o Ayttt o

WHE,

YHE GRDINATEe 1F ONZ PAIR BF NUMBERS 1S RANDOMLY SELECTED FREM THIS
DISTRIBUTION AND X 1S BETWEEN 1 AND & COMPUTE THE PRCBASILITY THAY
Y 18 AT LEAET O

:’«xvrmm;-umw. <5 e S

0l«02 0304 05~06 07«04 09=10

g

INGo 47

§

gGIVEN THE FOLLEWING HYPBTHETICAL JBINT DISTRIBUTIONG

!

;

i 09-40 00 001 002 004 0 00

§ 07-08 04 006 ¢ 09 05 0«01 ;
; 05«04 002 009 018 ¢ 09 002 :
i 02«04 00} 006 209 e 06 00! ;
g 0102  +00 001 '02 $01 +GO |
|

MERT X 1S THE VARIABLE ALSNG THE ABSCISSA AND Y 1S THE VARIABLE ALEBNG
sz BRDINATE IF BNE PAIR BF NUMBERS (X»Y) IS RANDBMLY STLECTED FRSM
IS DISTRIBUTIGN AND X 1S LESS THAN 9 COMPUTE THE PROBADILITY THAT

< — -
=3 oen T} TVY

5 ST S A XS RS

% S BEITWEEN B AND 1O
L -136- : [
. e o 3 AN L S AT s B e MR SR e I '\3
§
% o . g
. ERIC %
A e providedby )
N o e e e A g e v;?
= P N

R L e O gl it ; B AR S s TR T



éNBe 48
% GIVEN THE FOLLYWING ARDERED PAIRS (XsVY)e

E (2:3) (3:4) (425) (5:8) (657) (728)

f (254) (3:3) (612) (545! (3:6) (818) 4
? (3:2) (Ls3) (5,4) (625) ({528) (727) %
; (2s8) (325) (b26) (507) (426) (648) %
; [F GNE PAIR IS RANDOMLY SELECTED FROM TH1S SAMPLE SPACE AND THY SAMFLED 1
p

X VALUE 18 GREATER THEN 4 CEMPUTE THE PROBABILITY THAT THE SAMPLED ]
L Y VALUZ 1S LESS THAN & 5
] ;
! NBe 49

1 AN URN COGNTAING 33 WHITE MARBLESs ‘1 RED MARBLES AND 535 BLUZ MARRBLES
P QUPPAST THAT ONE MARBLE 15 SELECTE. FROM THE UIN AND IT IS EITHER RED
E OR BLUE. COMPUTE THE FREBABILITY THAT THE MARBLE 1S5 BLUE.

SRR S s Lo

NDBe 5O

21 ety - S ekl s s e

| AN URN CBNTAINS 18 PERCENT WHITE BALLS, 33 PERCENT RED pALLS AND &3

l PERCENT GREEN BALLSe EACH BALL 1S RCTUANED T8 THE URN BEFORE THE NEXT §
| BALL IS DRAWNe SUPPBSE THAT BNE BALL 15 RANDIMLY SELECTED FROM THE |
1 URN AND THE BALL 1S NET WHITZ. CONPUTE THE PREBABILITY THAT THE BALL |
) 15 GREENS |
; |
f %
i |
NGe 5i

RESTARCH HAS
§ PASS A PLACE

SHAIWN THAT

EMENT TEST BUT THAT aF

l EXPERIENCE HAS SHOWN THAT SNLY 59 PEZRCENT ©OF
TO A SPECIAL MATHEMATICS COURSE CAN ACTUALLY
ONLY 33 PERCENT BF THE ADMITTED STUDENTS CAN

ME STUDINTS WH® ARE ADMITTED

THESE STUDENTS WHE PASS THE CSURSE

THE pLAC" i t,.\IT

¥ 68 CAN PASS THE PLACEMENT TEST BEFORTHANDe ASSUMING THAT
b TEST §5 GOING TO BE USED FOR SCREENING STUSENTS, COMPUTE THE FROBABILITY
g THAT A STURIMNT WILL PASHS THE CGURSE PRAVIDED THAT HE HAS PASGEZD THE
; TESTe
| Noe B2
% GIVEN THE FOLLBWING HYFATHETICAL JOINT DISTRIBUTION.
g 1416 0 2 4 2 0
¢ o
o
: LRIC

)
e, Son

255
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E 11%13 2 13 21 43 2
: 08«10 b 21 37 el k
0507 e 13 21 13 e
0204 0 P b 2 0

02w 04 05«07 0210 1113 jeeld

JHERE X 15 THE VARIADLE ALBNG THE ABSCISSA AND Y 1S THE VARIABLE ALENG
THE BRDINATE STATE WHETHER OR NBT X AND Y ARE INDEPENDENT AND EXPLAIN

WHY BR WHY NOTe

NBo 53

GIVEN THE FOLLBWING HYPOTHETICAL JOINY DISTRIBUTION

02«10 00 001 002 001 000
07=08 001 06 e 09 006 ¢!
05«08 002 009 018 09 002
03«0¢% 001 206 009 06 001
? 0i»02 00 v01 002 01 000

01«02 0304 05=06 07208 09=10

WHERE X 1S THE VARIAGLE ALBNG THE ABSCISSA AND Y 1S THE VARIASLE ALONG
{bE GROINATE STATE WHETHER OR NOT X AND Y ARE INDEPENDENT AND EXPLAIN

WHY OR WHY NBTo

NBe 54

é* SPOSE THAT SNE CARD IS RANDANLY SELECTED FROM THE FIVE HEA%T‘FAQ; _
%éghbga(TEN JACK QUEEN AND ACE 8F HEARTS) AND A SEC8N9~§AQD 1S SELECTED

?FR&M SHE FIVE SPADE FACE CARDS. CBMPUTE THE TOTAL NUMBER GF DISTINCT
SEQUENCES THAT CAN gE GENERATED pY THIS PRUCESSe

NBe 55

GUPROSE THAT 2 CBINS ARE TOSSED BNZ TIME« COMPUTE THE TBTAL NUMBER
BF DISTINCT SEOUENCES THAT CAN BE GENERATED BY THIS PRACESSe

i A RANCHER 15 ASKED Ta RANX THE FollewiINC BREEDS 67 CATTLE IN gRDER
. @F PREFERENCES

(HEREFGRD ANGUS CHARBLALIS BRAHMAN)
- TBTAL NUMSER BF RANK GRDERS THAT CAN BE GENERATED BY THIS

2. :
: >
‘ )
3 -138- S
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1 I MANY WAYS CAN THE FBLLOBWING GROUP 6F PEQOPLE BE ARRANGED INTH
:JUST 2 SEATSe

(SUSAN PAMEZLA ALICE BETH KATE)

SUPROSE THAT A & 1TEM TEST IS 1D BE CHOSEN FRGM A 8 ITEM PGSLe

ECUMPUTE THE TOTAL NUNMBER OF TESTS THAT CAN BE FORMED.

TE DIE AND A pLACK DIE ARE TOSSTDe COMPUTE THAT PREBABILITY
IE TURNS UP THE &4 SPOT

; SUPPHSE THAT A STANDARD DIE IS TBSSED 2 TIMES. COMpUTE THE FREDABILITY
= THAT THE FOUR SPOYT TURNS UP EXACTLY TWICE :

NBe 61

17 15 HMYPOTHESIZED THAT A CERTAIN RAT HAS A «¢12 PREZABILITY OF TAKING
THE LEFT HAND ALLEY, A 035 PRIBABILITY &F TAKING TRE CENTER ALLEY AND
A o4B PROBABILITY 8F TAKING THE RIGHT HAND ALLKY IN A MAZ2Z. SUPPOSE

L THAT YHE RAT 15 GIVEN 3 TRIALSe C3MPUTE THE PRSABILITY THAT HE CHAOBSES
{ THE CENTER ALLEZY EXACTLY ONCEe

E NGe 62 %
13
i |

R R Lk A 1 X s (i o 0SS S s e s e

A PEN‘“I[ 9% CONTAINS 3 RED PENCILS, & BLACK PENCILS AND 7 BLUE PENCILS

“ SUPPES5E TH«T 3 PENCILS ARZ RANDIMLY o&LECTrD FRoM THE 30X (WITH H"‘LAC”” NT) o

E CGWFUTJ THE PROBABILITY THAYT EXACTLY TW OF THE PENCILS SELECYED ARE

.
i NGo 63 4 §
4 b

T

-139-
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00«10
07+08
05035

Sal

0l=02

SUPPCSE THAT "\" NU\‘.E‘;V\Q
I THIS DISTRIEJTION CoMPUTE THE

e

BV

n I
4 IS N ORI R

£ ARE RANDIMLY SELECTED (WITH REPLACEMENT) FROM

PREBABILITY THAYT EXACTLY TWD BF THE

INUMBZRS ARE GREATER THAN 6

09«10
0708
05«06
03=0h
01=02

N8e - 65

FREM THE URNs

NBe 654

}
.
f NOe 67

f
E

A
It
g

2
&
4

Tar

SUPPOSE THAT 3
THIS DISTRIBUTION: CHMPUTE THE
1S EJTHER A FIVE B8R A SiX

e 05
4]
29
025
0 0%

NUMBERS ARE RANDOMLY SELECTED (uWITH REPLACEMENT) FROM

AN URN CANTAINS 19 PERCEINT WHITE BALLS, 1§
PERCENT GRESN BALLS

BALL I8 DRMWNS P
THE 200 SAMPLES WHERE

GRAPH THE THIORETICAL DISTRI

HAT CONTAING 15 R
WE THEBRETICAL DISTRIBUTION 8% BLACK BALLS IN 2000 SA
e MPLE CONSISTS OF RANDOMLY SELECTING (W}TH REPLACER

[ o Kolle XoN

PRASARILITY THAT NINE GF THE NUNBERS

5 PERCENT RED BALLS AND 65

£ACH BALL 1S RETURNZD T8 THE URN BEFBRE THE NEXT
BUTTEN 8F WHITE BALLS IN

GNP SAMPLE CONSISTS 6F SELECTING THREE BALLS

GRAPM THE DISTRIBUTIAN 6F HEADS FBR 1000 TRIALS WHERE ONE TRIAL CONSISTS
OF TOSSING THREE COINSe . |

GREEN BALLSe GRAPH
MPLES WHERE CNE
HENT) TWO BALLS

ED RALLS 31 BLACK BALLS AND 53
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Uerass 7

’
Es

PRL‘?C ULH\&
gs

L AT LEAST

A RAMDGH
WITH PRE

NBe 72

SUPPOSE THAT

ARE MADE ON
2 BF THE VALUZS 8¢ THE

7
THIS DISTRI
XS (ARE) BE

MAT 2 DICE ARE TOSSED NE TIMEs FURTHER SUPPOS

13 REPCATED FOR 8200

t

NBe &9
 qUPPESE THAT GNE CHIN IS TESSE
ENE HF YHRE COINS IS A TAIL »

VARIABLE CAN TAKE VALUES BF ZERS wIcH @
AARTLITY 21 AND TWE MITH PRESA AILITY
THE RANDIM VARTARLE. COHMPUTE THEZ P
RAND3M VARIABPES ARE ZE “u

A TRAY 6F FIGH NTAI\Q 5 CED, 7 HALIBUT ARND 12

2 FIsH ARE RAND
THE PRBBA&LL‘°Y

LY GELECTED (WITH REPLACEMENT)
4AT AT LEAST 4 6F THE rFI3H ARE

SUTIANe CoMPUTE
TUEEN 3 AND 6o

-141-

i i e ma—

" 9 COINS ARE TOSSED GNE TIME. CBMPUTE THE
LAY MuST THO COINS TURN UP HEADS

THAT THIS
TRIALSe GRAPMH THE fHab”riICKL DISTRIBUTION

TeE FIVE SPUT GVER THE 500 TRIALSe

G TwICEe COMPUTE THAT PROBABILITY THAT

PROBABILITY THAT

R3BAB?LITY so8 s ONE
50 SUPPSSI THAT 3 9DSERVATIONS

OBABILITY THAT AT LZAST

N

ALMD'\M ._ad”r’USE l"lAT
FQ?M THE TRAYe COMP UTE
€D

NGe 73
GIVEN THE FOLLOWING WYPOTHETICAL EREGUENCY D' STRIBUTIGN.
09-410 5
07-03 25
05«08 40
03:0% 73
01«02 3
quUPPOSE THAT 3 NUMBERS ARE RANDOMLY SELECTED (WITH REPLACEMENT) FRIM
YHE PRABADILITY THAT

¥ AT LEAST 2 0F THE NUMIERG

s cetio
g A G B S S I by g Sy R s

A T et g Vo, gt © T
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NBe 7&

GIVEN THE FBLLOWING WYPRTHETICAL PROBABILITY DISTRIBUTION

09=10 205
0708 025
0505 ¢ 39
03-04 028
0§02 005

, \ TMENT) FREM
UPPGSE THAT 3 NUMBERS ARE RANDGMLY SELECTED (wITH REPLA CCMEN ) FRE . :
?Hgl DISTRIBUTIONe COMPUTE THE PROBABILITY THAT AT LEAST 2 BF THE NUMBERS a

ARE GREATER THAN &o

NBe 75

' RCENT
VERY LARGE POPULATION CBNTAINS {2 PERCENT CBLLEGE STUDENTS 23 PE

QIGH SCHOGl. GRADUATES AND 65 PERCENT INDIVIDUALS WITHBUT A HIGH SCHECL

£ NDEH TED FREM
niF arA SUPPASE THAT 30 CBLLEGE STUDENTS ARE RANDSHLY SELEC
TiIF PU;UL"I“Na COMPUTE THE PRBRABILITY BF BBTAINING THE FLiLeh'NG
DISTRIBUTION. & COLLEGE GRADUATES, 8 HIGH SCHESL GRADUATES AND {2 INDIVIDUALS

| WITHOUT A RIGH SCHEBL DIPLBMA, ;
F NBe 76 %
:
S & RED P \WUE PENCILSe |
; A PENCIL By CONTAINS & RED PENCILS, & BLACK PENCILS AND & DLU |
SUFPOSE THAT 20 PENCILS ARE RANDSMLY SELECTED (W1ITH PFPL&FENnNI) FRGM ;
THIS DIS TRiBU}I@Ne CAMPUTE THE PROBABILITY AF B3TAINING "HiE Fol.LBWING ?
g DISTRIBUTIONe 7 RED, 7 BLACK AND 6 BLUKE PENCILSe 3
E NG o ;
i ;
§5 GIVEN THE FGLLEWING PREBABILITY DISTRIBUTION. %
.
7
g 05=05 825 |
1 0306 050 i
4 0102 25 |
. 13 } ' £ H{:‘ l\t‘gvt i
J) 17 20 NUMBERS ARE RANDEHMLY SAMPLED (WITH RUPLACEMENT) FROM T i
] éIQT ' IBUTIONs COMPUTE THE Pnﬂaﬂﬂ;Lllf 6F OBTAINING THE FOLLSWING DISTRIBUTIONG
i -
é~ 05208 5 1
1 03=04 10 ]
- 01002 5 %
4 g
; 4 ,.
- -142- , b
4 e o ;

syl
5 ¥ A SRR Kty A S A SR R e T s e G S ol



0506 25
03e0h 50
0i=02 eh

ANDO! ~CTED (WITH REPLACEMENT) FREM THE ABaVE
RANDBHMLY SELECTED (WITH T ING THE FOBLLEWING DISTRIBUTIGNs

5 NUMRERS ARE ¢
? Y UTE THE PREBABILITY 6F GBTAIN

STRIBYTIGEN, COMP

0506 4
03«04 7
0102 &

NBe 79
T RED BALLS AND 4&
NDEMLY SELECTED FREM

AN URN CONTAINS 39 PERCENT WHITE BALLSs 16 PERCEN
FOLLEWING DISTRIBUTION

- o . 1 Ty e ) ~ A R E F'( ,;'.\
SERCEMT GREEN BALLSe SUPP3SE THAT 10 BALLS i
;ﬁa &RNo CoOMPUTE THE PROBABILITY OF BﬂTAINENG [
2 WHITE BALLS 3 RED BALLS AND & GREEN BALLSe

Nge &0

_ & “REEN DALLS. SUPRESE
s cENTAINGS 13 RED BALLS 19 BLACK BALLS §N0_37 GRE:N DALLgo Supp
?Hﬁ?léguBIL&SJARE RANDEMLLY SELECTED (NlTuﬁui QgﬁL@tEﬁiNT) FROM THIS
DISTRIBUT]Zne CAMFUTE THE PREBRABILITY 6F GBTAINING TRE
2 REDs 9 BLACK AND & GREEN BALLSe

NBo 8%

FOLLOWING DISTRIBUTIOND,

R T S A T

) GIVEN THE FOLLOWING PREZABILITY DISTRIBUTIOMs ?
; a
3 |
g 05«04 YoAS 4

. 03s04  ¢50 :
A . ANDB¥LY SAMPLED (WITHOUT REPLACEMENTY FROM THE ABAVE ° i

' F 10 NUMBERS ARE RANDBNMLY SAMPLED (WITHOUT RE T O v D STRIBUT 16N

i3

DISTRIBUTION, CEMPUTE THE PRAOBABILITY BF OBTAININ

|

;
. 4
g

i

tj

1 0i=02 ¢ %
; f
3 ,_
) 23 b
i

4 - . © e ey it e oo B " A
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| GIVEN THE FOLLGMING FREQUENCY DISTRIBUTION:

05004 31
; 0304 63
4 0102 34

IF 12 NUMBERS ARE RAMDOMLY SELECTED(WITHOUT REPLACEMENT) FROM THE ABOVE «
DISTRIBUTIENs COMPUTE THE PRBBABILITY OF GRTAINING THE FBLLOWING DISTRIBUTION: |

0506
03«04
0ie02

o
TERE e e e i b

Wl

.NGQ &3
GIVEN THE FBLLOWING TASLE 6F 1=DIGIT NUMRERS e

]
f

é
4
6
&

IO FGN
R &N
3OO
MG I
0o N0 W N O

& -
8 ;
2 .

w

8
) WHERE 1 DESIGNATES THE RowS (1 = 1 FOR THE TOL ROWY AND J DESIGNATES
| vhs COLUMNS (J 8 1 FOR THE LEFT M8ST COLUMN) 6F THE ABBVE TABLE. CEMPUTE
GUM X(Ie#) WMERE 1 RUNS FREM | TO 2 -

BT ot IRt smesan ks BRREEEL. wiins. -

- EP— i B et o

[ N@e 8%

| GIVEN THE FBLLEBWING TABLE GF 1-DIGIT NUMBERS: é
) :
- 27892¢18 é
- { 6394526 !
3 1 2395488 ;
- 62273353 1

JHERE 1 DEGIGNATES THE REWS (1 = § FBR THE TGP ROW) AND J DESICGNATES
YHE CELUMNS (J = 4 FAR THE LEFT MOST COLUMN) B6F THE ABOVE TABLE. CuMPUTE

GUM X(1,3)X(1,5) WHERE 1 RUNS FREM 1 T8 2

N3s 85 : ;

GIVEN THE FOLLEMING TABLE OF 4-DICIT NUMBERS.
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[p 000 o> BR SR I o
>

N LD W

nVOSKW
~8

\G N a2 o2

Y TV

S IVE S IR

E COLUMNG (dJ = 1 FAR THE LEFT MOST COLUNN) OF TWE ARIVE TABLE. COMPUTE
N %(TsJ1%(221) HERE 1 RUNS FRGM 1 T€ 3 AND J RUNS FROM 1 T8 6 AND
1S ALWAYS LESS THAN J

3wwﬁﬁE { DESIGNATES THE ROWS (1 = FER THE T92 ROW) AND J DESICGNATES
LT

' GIVEN THE FBLLEWING TABLE 8F $wDIGIT NUMBERSe

g 45 1856516
77 6 8 4 9 97
&7 627777
6 6 929982 5
2 L 67 52 31

WHERE | DESIGNATES THE ROWS (1 = § FER THE Tap RAW) AND J DISIGNATES
THE COLUMNS (J = 1 FAR THE LEFT M@ST COLUMNY §F THE ABOYE TABLE. COMPUTE
SUM X{T,1)%(1,2) WHERE 1 RUNS FROM 1 76 3

NGe 87

F GIVEN THE FBLLEWING TABLE OF 1.DIGIT NUMBERS

{ hP522778
: 62327454
i 54 639889
] 34 34653 3
: 73662545

5{ WHERE 1 DESIGNATES THE RAWS (1 & { FER THE TGP ROW) AND J DESIGNATES

. THE CBLUMNS (U = 1 FeRt THE LEFT MBsT CaLUMN) BF THE ABGYE TABLE. COMPUTE
E\ SUl (SUM BVER 1 X(lsJ)ePe2 WHERE I RUNS FREM 1 70 2 ) AND J RUNS FR3M
51 TO 7

4

g

- NG 83

}’ GIVEN THE FOLLOWING TABLE OF 1oDIGIT NUMBERSs
i

E b7624 628

] 53566623

i 23665914

| 352276689

s 784734629

-145-
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s T B R e T e e e o et

‘LHERE 1 DESICGNATES THE ROWS (1 a 1 FOR THE T3P RIW) AND J DESIGNATES
THE COLUMNS (J = 1 FnR THE LEFT M3S8T CHLUMN) &F THE ABOVE TADLE. CSMPUTE
lsUM X(121)%(1sJ) WHERE 1 RUNS FROM 1 T0 3 AND J RUNS FReM 1 T8 5

‘NOe B8O
| GIVEN THE FOLLBWING 3 BLOCKS 8F 1=DIGIT NUMDERS |
|
4 3851668556657 737
@ 977162h36272712 |
i 5258477963661 205 w
| 66 6887623152625 '
2928532821 82767 ;
58 4293374782873 g
| 847867 3491663L755 ;
b 227537 .5736331 |
279217819316656895
4366662482251 438
65977562883332969
6237416552589 33
>4 8785763574372 3
21 5888779986717
6563752981 95%462

@ JHTRE | DESIGNATES THT RowS (1 = § FOR THE T8 ROW) AND J DESICNATES

) $HE COLUMNS (J = 1§ F9R THE LEFT MOST COBLUMN) AND K DESIGNATES THE BLOCKS
(K = § FBR THD THP BLBCK)s COMPUTE SUM X(1aJ22) WHERE 1 RUNS FR™ 1

) 76 3 AND J RUNS FROM & Yo 3

g e s Mt

LT AL

i;exvaw THE FELLOWING 3 BLBCKS 6F 1~D1GIT NUMBERS %
7392856783976 69 §
6369366641 94776 s
327 b%53326298637 !
645323846527 3991 j
6 L87847421269¢65 ]
|
53458653787 2133 !
8991 62735238527
35545878775 267°93
7 2 987 475284 4353
235279847521 59%

B o o i S S i o 2 {3 S
.

T 46: e e o
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57 3994377291587
765959718406 6223
67 6626327259456

MERE ] DESIGNATES THZ Rews (1 = 1 FOR THE TR RCOWY) AND J DESICNATES

e COLUMNG (U = L FOR THE LEFY MOST COoLutN) AND K DUSIGNATES THE SLELKS
Ik 8 § FAR THE TGP 8LOCKYe COMPUTE SUM XU1sJ2K) WHERE 1 RUNS FROM A

'0 3 AND J RUNDS FRaM 4 TO & AND ¥ RUN3 FRGM § 70O 3

W6 91

RIVEN THE FOLLOWING FREQUENCY DISTRIBUTION:

15«17 3
1221h 12
09«11 20
06«03 12
03=0% 3

cOMPUTE THE MEAN AND STANDARD DEVIATION OF THZ ABAVE DISTRIBUTISN,

Npoe 92

GIVEN THE FOoLLOWING TABLE OF 1-DIGIT NUMBERSS

g
E
é

h 752614198
g s 27171768
1 573656652
63783674
75645267

COMPYTE THE MEAN AND STANDARD DEVIATIEN aF THE ARGVE NUMBERE:

Rt e o, g S ASAEE AT "

A;Nﬁe 923
i |
| GIVEN THE FBLLOWING pREGUENCY DISTRIPUTIONG | {
! 0910 3 |
1 07003 12 |
E 05206 20 - | ]
| 03204 % ]
| 04=02 3 I
]campuvz THE MZDIAN AND SEMIeINTERQUARTILE RANGE 6F THE ABOVE DISTRIBUTIONs a
|
1 ~147- - i
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¥

i

-~
»
4

JVEN THE FOLLOWING TABLE OF 1eDIGIT NUM3IERS

é 4, 75 6 6 6 67
g 4 1 7 3 4 5 6 3
f 5656 375776
36 8 6 4 34 6
6 289 458 ¢4

COMPuTE THE MEDIAN AND SEMIeINTERGUARYILE RANGE BF THE ABGVE NUMSERS.

STATE WHETHMER THE MZAN BR THT MEOIAN SHIULD BE USED T8 DESCRIBE THE
%DISTRIBUTIBNS LISTED BELBW AND GIVE THEZ REASIN FBR YBUR ANSWERq

Ae DISTRIBUTION BF INCOME IN THE UNITED STATZSo

Be DISTRIBUTIAN @F HEIGHT FOR COLLEGE MALES

C. SCBRES BN A WELL CONSTRUCTED ACHIEZVEMENT TEST,

%Nﬂo T
E

{GIVEN THE FOLLBWING FREGUENCY DISTRIBUTIANe

19-21 { {
1613 7 i
| 1315 17 ;
; {0=1% 25 !
: 07«02 17 .
0% e05 7 :
p 01{=03 i :
) cOMPUTE THE 22 PERCENTILE PRINT aF THE DISTRIBUTION. ;
7 i
 £ ’~ .
NBe ©7 {
3 GIVEN THE FBLLSWING TABLE 8F 1-DIGIT NUMBERS. !
i
} Y 8668742 {
] 38 458%58¢92%9 |
i 5 7 8 8 4 7 17 |
b 277255809 ;
) 36 4% 98 426 §
% o148 o B
LRI %
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|GIVEN THE FBLLOWING FREQUENCY DISTRIBUYIONG

15«17 3
el {2
09«11 20
06«08 12
03w(Q3 3

| GIVEN THZ FBLLOWING TABLE OF 1DIGIT NUMBERS.

2 4 84 89652
6 & 3 88418
685 885 252
6 6737 ¢55
2 4 7 Hh 2991

| COMPYTE THE FERCENTILE RANK CORRESPONDING T8 THE SCORE 6F 5

Ngeo 100

A RAT PRESSES A BAR AN AVERAGE QF 13 TIMES PER MINUTE WHEIN A LICMT

1S BN AND 7 TIWIS PER MINUTE WHEN THE LIGKT IS 6#7Fe¢ UNDER RBRITH CBNDITIGNS
E YHE DISTRIBUTIAON BF 3AR PRESSZS 1S NORMAL WITH A STANDARD NEVIATION

OF & PRESSES PER MINUTES DURING A CERTAIN OMI MINUTE TRIAL WITH TRE

) LIGHT BN THE RAT PRZ33ED THE BAR 14 TIMZSe WHAY 1S THE STANDARD SCORFK

| EQUIVALENT F3R THIS TRIALa

s NO» 101

: SUPPOSE THAT A CBIN 15 TossSgD 51 TIMESe COMPUTE THE STANDARD SCGRg
ECUIVALENT OF 27 HEADSe

Nade 102
GIVEN THE FOLLGWING WYPOTHEYICAL PROBABILITY BISTRIBUTIGN.
~149-
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26029 D2
2225 ¢ 09
18e2} 023
{4el7 ¢ 30
10=13 023
06209 009
0205 02

16 » 103

SIVEN THE FUlLLOWING WYPBTHETICAL PRHBABILITY QISTRIBUTION,

20022 002
1719 009
Livib 023
1113 030
08«10 023
05w07 909
02404 002

HE VARTABLE

;
1719 e 03
% 14e36 W15
| 11=13 ¢30
08210 032
0507 015
02=04% ¢03

| AND THE FOLLOWING HYPGTHETICAL PROBABILITY DISTRIBUTIEN FOR THE VARIASLE

15316 '01
{3aih 06
1112 o1

02«10 Y4e)
07-03 126
05«05 015
030 603
01:02 001




Nde 105

GIVEN THE PRIDAZILITY DENSITY FUNCTIGN F(X) = 2X/25 WHERE X 1S RESTRICYED

YO0 VALUES BETWEEN O AND Se COMPUTE THE MEAN AND VARIANCE BF X

Ngo 103
ésuppwsc THAT THZ SAMPLE MEDIAN IS BEING USED T3 ESTIMATE THE MEDIAN
' BF THE ENTIRE POPULATION. 1S THIS ESTIMATER
| Ao CONSISTENT
Boe SUFFICIENT
Co UNBJASZD
Do EFFICIENT

“Nao 107

GIVEN THE FOI LBWING HYPOTHETICAL FREGUENCY DISTRIBUTION,

07+0a &
05+02 £3
03e0h, 14
04n02 L

| QUPPOSE THAT SUCCESSIVE SAMPLES CF SIZE 34 ARE RAMDBMLY DRAWN (WITH
REPLACEMENT) FREM THIS DISTRIBUTION: YWHAT WIULD BE THE STANDARD ERRER
| BF TMZ SAMPLE MEANS,

|

F NDe 304

Setpe

ﬂ GIVEN THE FOLLBWING HYPRTHETICAL PROBABIl!TY DisyRIBUTIONS
@

05«10 ¢ 053
07“0 ) 025
05-06 039
0304 229
01202 003

\ ;UPPJ:)" THAT QU!:CLSSYVL, ),\hPL. 9 OF? bIt? L4 [}‘}’3'&: "6 PE r2 2 aLY {: CCTS:‘D

AND
TR REPLACEIZNT) FR3M THIS BISTRIGUTIONS COMPUTE THE STANDARD ERTOR
L BF THE SAMILE MIZANS FER c),\'f’LE“ 87 THIS Jlace
| Nge 109
}
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HE | IFETIHTS 6F STANDARD FLUBRESCENT LIGHT BULBS PRODUCED BY A CERTAIN
gMP ALY HAVE A STANDARD DEVIAVIGN BF 100 HuURSe SUFPOSY THAT 400 BULBS
ERE SELECTED FOR TESTING AND THEZIR AVERAGL LIFETIME WAS FOQUND TO BE
00 HAOUKRSe CUMPUTE THE STANDARD ERRGR 8F THE SAMPLE MEANS FOR SAMPLES
W TS SlZio

o

?00 110

SUPPOSE THAT GNE 15 SAMPLING (WITH REPLACEMENT) FROM THE FELLOWING
WWRGTHETICAL FREQUENCY DISTRIBUTIONG

07«08 o
05«05 2l
03w0% 2e
0ir02 6

WHAT SAMPLE SIZE wOULD BE NECESSARY T8 INSURE THAT THE SAMpLE MEAN
YiAS A 60 PCRCENT CHANCE S5F BEING WITHIN ONE TENTH 6F BNE STANDARD GEVIATION

FROM THE MEAN BF THZ RYPATHETICAL DISTRIBUTIAN,
%

SUPPESE THAT ONE 15 SAMPLING (WITH RZPLACEMENT) FREM THE FBLLOWING
HYRBTHETICAL PROBABILLITY DISTRIBUTION

};‘
09-10 005
07<0A4 025
05@06 039
02e04 25

0102 0053

L WHAT SAMPLE STZE wBULD BE NECESSARY T2 INGURE THAT THE SAMPLE MEAN
L HAS A 95 PERCENT CHANCE BF BEING WITHIN OH FIeTH 8F BNE STANDARD DEVIATION

| FROM THE MEAN OF THE WYPSTHETICAL DISTRISUTION.

' N9o 112

;GIVEN THE FOLLOWING SAMPLE FRBM A HYPBTHETICAL FREQUENCY DISTRIBUTIGN

07-08 &
5206 L5
0==04 16
| AND A SECBND SAMPLE FROM THE SAME DISTRIGUTIEN
%
0708 3
i 05206 12
| e =182 R
SN |
: LRIC

{
i
!
i
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G3e04
01«02

TIMATE THE STANDARD ERRBR GF THE MEAN rgR SAMPLES OF SIZE 74 RANDOMLY
LECYED (WITH REPLACEMENT) FRgM THE HYFPOTHETICAL DISTRIBUTION

’

09«10 005
07=03 025
05«06 039
0304 25 .
01«02 008

'AND A SECBND SAMPLE FREM THE SAME DISTRIGUTIGN

09«40 005
07«08 02l
0505 *29
0304 25
0i=02 05

?rcTIMAﬁg YHE STANDARD ERRGR BF THE MEAN FOR SAvPLES OF SIZE 63 RANDOMLY
GELECTED (MITH REPLACEMENT) FROM YHE HYPOTRETICAL DISTRIBUTISN.

| Do 114

. GJVEN A NORMAL DlsT«1”UT10w WITH MEAN 51 AND VARJANCE &35 CSMPUTE THE
PROBABILITY DENSITY aF 60

NSe- 315

sce & ar 1200 AND A SYAND A“D DcVIATiPM ﬂF 200 IF A SAM?L& 6~ C JLATIC
mpiilUDL TESY SCORES WERT EXAMINED FOR DBRIWNING FRE TNy WHAT PRAPIRTICN
OF SHE CASES WoULD B CAPECTED TO HAVE SCORES prwFLh SOO AND 1030

NOe 330

vaEN A NEGMAL DISTRIZUTIAN WITH MEAN 7% AND VARIANCD 7 {7 BME MUMRER
[ 15 RANDOMLY SELECTED FROM THIS DISTRIBUTIO AT 1S THE PRBABILIVY
THAT THE NUMDER ]S AT M237 83
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WALE STUDENTS AT GRECN COLLEGE HAVE AN

tg NORHALLY DISTRIBUTED, WHA
BF 100 MALE SYUDENTS SELECTED FROM THIS PE

LWHAT 1S THE PROSABILITY TRHAT Y 1

AVERAGE HEIGHT BF 71 INCHES
NDARD DEVIATION B8F O INCHESs ASSUMING THAT HEYGHT
T 1§ THE PRODBABILITY THAY THE AVERAGE HZIGHY

AITH A WITH A STA
PULATION IS AT MOST 73 [NCHES

Y DISTRIBUTED RANDGH VARTASLE WITH MEAN 23 AND VARTANCE
» ARE RANDBMLY &E

X 1S A NORMALL
6 AT MOST 94 WHERE Y = 3%} + 2X2

50 IF TWO ODSERVATIGNS X1 AND Xi

INBe 110

AnLE WITH MEAN 70 AND VARTANCE
AN 414 AND VARIANCE 42
TRE 2 2 X + Y

sLLY DISTRIBUTED RANDOM VARI
43 AND Y 1S ALSZ NORMALLY DISTRIBUTED WITR ME
UHAT 1S THE PREDABILITY THAT 2 IS AT LEAST 167 Wi

P NG 120

WHICH OF YHE FOLLOWING DISTRIBUTIONS ARE APPRAYIMATELY NORMAL

As DISTRISUTION OF REACTIBN TIMES

B, DISTRIBYUTION B8F AUTOMEGBILE ACCIDENTS OVER A ONE YEAR PERIGD.

SCORES B8N THE WECHSLER ADULT INTELLIGENCE SC

"
“Q‘ ‘\r- - 9

Ce

~Nge 121
f' 4 STUDINT TAKES A 100 IYEM FAUR-ALTERNATIVE MULTIPLE CHOICE TEST AND
i GUESGHES BN EVERY JTEMe WHAT IS Thi PROBARILITY THAT HIS SCORE 1S AT

E MAST 300

?
] )
| GUPPGGE THAT 100 DICE ARE THROWN. COMPUTE THE PREBASILITY THAT THE

F w6 SPOT TURNG UP BETWEEN 10 AND 135 TIMES

cLECTED FRUOM THIS DISTRIBUTIONS

. =V1R4 -
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P e PR )

PR S -s\

P

{7 1S HYPOTHESIZED THAT A CERTAIN RAT HAS A o20 PREBALILITY CF TARING
LHE LEFT MAND ALLEY, A ol PREBABILITY OF TAKING THE CENTER ALLEY AND
%‘eégﬂpnagkaiLIYY gr TAKING THE RIGHT HAND'AELE? }N A MﬁLEo'§E#P3§L
YHAT YHE RAT 1S GIVEN 110 TRIALSe WHAYT 15 THE PROBABILITY THAT THE

VAT TAKES THE CENYER ALLEY AT MESY 47 YIMES:s

§

N@e 25

e

N URN CANTAINS 24 WHITE MARBLES, 3% RED MARBLES AND 38 BLUE MARALESS

"o -~ - oy M - . L3 1 P
BPESE THAT 103 MARRLES ARE SELECTED (WITH ?&PLALEH&NW! FROM TS
3 ?ngYBUTIBNa WHAY 1S THE PREBABILITY THAT AT MGST 22 RED MARBLES ARE

ELECTED

e ey

Nnoum>

T b e e TR

7
3

XTGP

R S g e et SRS e -

25

=
{8
©

A DUMMY FORM e 125

-3
x
- Sy
143
-
182

6
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HE SCORES ©F COLLEGE ST TIC ARTITUDE TEST ARE N3
gls?gzaUTgD WiTH GTANDARD DEVIATIGN OF S0 P3IINT3. IF THE AV%?MGu"F“‘
| JEST SCORE OF 100 SEMIGRS SELECTED FRGM THIS DISTRIBUTION 1€ 1504 TES
| IHiE HYPOTHESDS THAT THE MEAN OF THE ENTIRE POPULATION IS 150 POINTS

SETTING ALPHA AT THE ¢10 LEVEL.

LeeE SENIGRS BN A GCHOLASTIC ARTITUDE TEST ART NIRMALLY
A

E
@

} NEs 187

| Y10 TE 2t o 19 NeaIMALLY DisTRISUTED FBR
G REACTION TIME T& AN AUDITORY STIMULUS IS 5 , EY Fas
} %gLLrEU SAPUHOMARTS WHITH A STANDARD DEVIATION 6F 2.5 LaG MILngt%?gDa,
i " (WS [ * - ‘ ;.-x: .?-

IF 35 COLLEGE SOPHEMARES ARE GIVEN THT REACTION TIME TEST AND
| AVERAGE REACTIGN TIMI WAS G
| THE MEAN OF THE ENTIRE PGPULATION
L SETTING ALPHA AT THE ¢0%4 LEVEL

LG MILLISECONDSs TEST THE HVPeTHE51$ THAY
15 GREATER THAN 5 L3G MILLISECENDS

L Niie 123

s - . © 4 ) H It S0 BOLM
chE GCORES GF EMPLOYED MACHINISTS 6N A TEST OF MECHANJCAL COMPREHENSIGN
Afe NORMALLY DISTRIDUTED WITH A STANDARD DEVIATIAON BF 20 POINTS. SUPPOSE
[} LS A - * - Y e P YT e e
THAT 225 MACHINISTS ARE RANDIGMLY SELECTED FUR TESTING AND THEIR AVEAAGE
s [vig A LA " - ¢ (L A ) ’ ~ PRSP LR A X ” ~ 5 :’ D 2N 3
U ccone BN THE TEST WAR 10% COMPUTE THE PRODABILITY OF A TYPE 3 ERRIA

2R

i e

TA R ]

CTHESTS THAT THE MEAN oF THE ENTIRE

£ ASSOCIATED WITH REJECTING THE HYRO

| POGPULATION 1S 10% PHINTS

NI

| NOe 15 o185 , S
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TIMES BF ADULT NORWAY RATS IN

WITH A STANDARD DEVIATION 6F i
ARE RUN [N THIS MAZE AND THEIR
CeaNDS s CEMPUTE THE PREBABILITY OF AT
CTING THE HYPOTHES TS THAT THE MEAN 8F

EAST 49 SECONDS

&

.
-

R O
.

-“
.
"

ILGG REACTIGN TIME T8 AN AUDITERY STIMULUS

[COLLEC
{F 36 COLLLCT SEPHEMARES ARE GIVEN T
FAVERAGE REACTIGN TIME WAS

CONFIDENCE INTERVAL FOR THE ME

.

2

iNge 131

é
% ' - npe G .
7HE SCopES 0F COLLEGE SENISRS BN A SCHOLA
CDISYRIBUTED WITH A STANDARD DEVIATION OF
| TEST SCHERE 6F 100 SINIGRS SELECTED FROM 1
CYME MYPITHESIS THAT Trit

 SETTING ALPHA AT THE 02 LEVEL
| THE NULL HYPBTHESIS

CoMPUTE

NEe 4§32

r

L6G REACTION 71
celLLEGE SOPHINMD
{7 =5 CoLLEGE S
AYERAGE REACTION TIMZ WAS 5 L3G MILLISEC
THE MEAN B6F THZ ENTIRE FoPULATIBN IS 5 L
AT THE «085 LEVEL. PLOT THE BPERATING CHA

TEGT o

HE
RES WHITH A STANDARD DEV]
J

B

RANDINLY

B el o~
AACHINISITS Anc

Y PG s b

)
Nge 13%
y _
. e Ve vty o NG L D A R el RS SR S o
R
L ERIC

’i’ rovided by ERIC
e T R T

B e L A i s e s St S e
" ok £y g

£ SOPMAMORES WHITH A STANDARD DEVIAT
HE REACTIGN TIME TEST AND

5 1.6G MILLISECONDE,
AN BF THE ENTIRE PePULATION,

IS DISTRIBUTION IS

MIAN §F THE ENTIRE POGRPULATION 1§ 143

W POWER BF THE TEGT
i

17 THE TRUE MEAN BF THE PUPULATION IS

£ T8 AN AUDITHRY STIMULUS

PUMIMARES ARE G{VEN THE R/

GTANDARD DIVIATIoN 8F 20 PRINTSe
SELFCTED FER TESTING AND THER AVIR

NGe 133

THE GCBRES OF EMpLOYED MACHINISTS &GN A T
ARE NORMALLY DISTRIBUTED WITH A

THAT &2 ¢t

GCoiT OGN THE TEST WAS 105¢ TOHT THE RO THESES
ENTIRE POPULATION 16 109 POINYS STTTING A
THE PRGBABILITY ar A TYPE 2 ERPBR ARSGC
MYEGTHESTE F THE TRUE MCAN OF THE poPy

SR e AL OV DIl A RS R

NERMALLY

-
v

0 SECHNDSe SULPOSE THAT 21

AN {PSWICH MAZE ARc

RUNNING TIME WAS
ASEOCIATED WYTH
POPULATIEN IS

AVERAGE
YPE 1 ERROR
THE ENTIRE

{8 NSRMALLY DISTRIBUTED FER
(16N OF 2.5 LDG MILLISECANDS
THEIR
CEMPUTE THE 90 PERCENT

STIC ARTITUDE TEST Apt NagMALLY

50 POINTS. IF THE AVERAGE

Qs TEST
POINTS

Ty ®REJECT
a7 PEINTS

LR Re

1S NoRMALLY DISTRIBYTED FBR
ATION 8F 205 LOG MILLISECENOS.
SACTION TINME TEST AND THIIR
ONDGs TEST THE HYPOTHESIS THAT
oG MILLISECORDS SETTING ALPHA
RACTERISTIC CURVE FOR THIS

N

=ST 6F MECHANICAL COMPpREWENS
o PF

THAT THESMEAN OF THE

ALY 4T THE 01 LEVEL. CaMPUT

1ATED WiYH ACCEPTING THE STATED

V5O e

Y R A A N

RS sk
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(LOG REACTION TIME- T AN AUDITHORY STIMULUS IS NIRMALLY DISTRIBUTED fOR
%LQLLLZQ SOPHEMORES WHITH A STANDARD DEVIATIBN B8F 2,5 LO0G MILLISECHNDD .

GUPPISE THAT A SAMPLE OF 36 COLLEGE SHPOMABRES WERE DEPRIVED OF GLEEP
FOR 4G HBURS AND THZIR AVERAGE REACYTIOGN TIME WAS §0 LoGg MILLISECSNDS.
CYHEN A CONTROL GREUP BF 49 SOPHAMERES WERE TESTED AND THEIR AVERAGE
EREACTION YIME WAS & LOG MILLISECONDSe TEST THE HYPOTHESIS THAT THE
DIrF&” NCE DEYWEEN THE TWo P%PULATIBN MEANS IS ZERY SETTING ALPHA AT
Tht eO2 LEVEL. '

%

%

iNBo 138

LA WORLD HEALTH GRGANIZATION MADE A SURVEY IN BRAAIL AND FEUND THAT
gTHE WETGHT oF ADULTYT MALES WAS NGRMALLY DISTRIBUTED MITH A STANDARD

DEVIATION GF 10 PCUNDSe SUPPOSE THAY A SAMPLE 0F 400 RURAL MALES SHOWED
AN AVERAGE WEIGHT 8F $58 PBUNDS AND A SAMPLE BF 169 URBAN MALES HAD
gAN AVERAGE WETIGHT 6F 1953 POUNDSe COMPUTE THE PRBRABILITY OF A TYFE

§ ERRGR ASSCUIATED WIYH RLJECTING THE HYPuthbIb THAT THE DIFFERENCE
%EETHEL THL TWH POPULATIAON MEANS IS ZEQG:

Srtueg

ﬁ

/

%N@e 136

| LBG REACTIGN TIME TO AN AUDITARY STIMULUS IS NORMALLY DISTRIBUTED F8R
[ COLLEGE SOPKGHORES WHITH A STANDARD DEVIATION SF 2.5 19G VfLLIu;,JMDSO
[ SUPPGSE THAT A SANPLE BF 36 COLLEGE SSPOMGRES WERE DEPRIVED 8F SLech

| FOR 43 HOURS AND THEIR AVERAGE REACTION TIME AS 11 LBG MILLISICHBNDS

THEN A CONTRB l GREUP aF 49 S3PHAMARES WERE TESTED AND THEIR AVERAGS

COMPANY AVERAGE OO MBURS WITH A STANDARD DEVIATION &F 400 HOUTRZS. SUFPRSSE
THA A SAMPLE OF 400 BULAES WAS SELECTED FRFM THE MOIING PRIDUCTION
D THE AVER ‘c" LIFETIME FER THE SAMPLE WAS 809 H3URS: A SECOND SAMPLE
e? BCD CASES, THIS TIME FROM TWp AFTEQN@SN FQ'DUC?EuN; WAS ALSE TARKEN
AND THE Aer\CE LIFETIME FBR THE AFTERNAON SAMPLE WAS 777 HOURSs TEST
THE HYPBTHESIS THAT THI DIFFERENCE BETYEEN TP" TWE POPULATION HF%%%
18 ZERS SETTING ALPHA AT THE oCQ1 LEVELe CAMPUTE YTHE P3WER 8F THE TEST
T6 REJZCT THE NULL HYPBTHESIS WHEN THE TRUE MEAN DIFFERENCE 18 3

| REACTION TIME WAS 3 LOG MILLISECANDS. COMPUTE THE 88 pZ \uENT CONF IDENCE
| INTERVAL FBR THE DIFrFERENCE BETWEEN THE POPULATION MEANS

%

| NBo 137

Z

| THE LIFETIMGS 6F STANDARD FLUR RESCENT LIGHT BULBS PREDUCED BY A CERTAIN
.

Ry A S N
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A
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NEe 123

THE SCORES BF CELLEGE SENICRS 8N A SCHOLASTIC APTITUDE TEST ARE NgRHﬁLLf
DISTRIBUTED WITH A S]AND\PD DEVIATICGN OF 80 POINTSe QU ““b" THAT Twe
MATCHED SAMFLES BF 14% CASES EACH ARE uzvrﬁ THE TESTe FIRSTY QAM?LE
- WAS GIVEN PRAL;ICE ON TAKIVG SIMILAR TESTE AND THE 8EC 3““ CONTRUL SAM2LE
EWAS GIVEN N PRACTICEe THE AVERAGE SCERE OF THZ FIRST SAMPLE WAS 141
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P CERRELATION BETWIEN THE TWE e
HAT Tiic DIFFERENCY e TUTEN THE TV
ALPHA AT THI 05 LEVEL®

BC TG AND THE AVERAGE SCARE A THE SCCoh
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&as ROACTION YIME 78 AN AUDITGRY sy 1MULUS 1S NaRMaLLY DISTRIBUTED FOR

colLEt: SOPHRMORES WHITH A STANDARD CEVIATION 8F 245 LOG MILLISECINDSo
GUFPOS., THAT A SanPLE 6F 35 CALLEGE OPEMANES WERE DEPRIVED UF SLETP

IFOR 3 MRUKS AND THI R AVIRAGE REACTION TIME WaS 9 LOG MILLISECONDS .

YL A MATCHED CONTROL SAMPLE OF 26 SHPMGHORTS WAS TESTLD ARND THEIR

AVERATE REACTIEN TIMg WAS 6 LUG MILLIGECINDS e [F THE CORUELATICN RETWEIEN

THE TH2 SANPLES WAS o850 COMPUTE THZ PRERAGBILITY OF A TYPZ 1 ERROR ASSHBCIATED

WiTH RLJUTCTING THE HYPBTHESIS THAT YHE DIFFERENCE BETWEEN YHE Twd POPULATION

IMEANS IS 2007

fNge $40

k
e

Foor AUNNING 1 1HZS BF ADULT NORWAY RATS IN AN IpSWICH MAZE ARE NSRMALLY
DISTRIDUTED WITH A STANDARD DEVIAYION OF 40 SrCoNDSe GURPESE THAT 23 W
| CONTRAL RATS WERE RUN TN THIS MAZE AND THEIR AVERAGE RUNNING YIFE WAS .
L6 SrCOMDE, CUBPAZE FURTHEIR THAT A MATCHID SAMELE 0F RATS INJELTUD

WAS &6 SZCLLDSs 1F THE CARRTLATION BUuTwgEN T TWd SAMCLES 1S 070 COMPUTE
b Tur 50 PERCLMT CONFININGE INTERVAL FOR THE DIFFERENCE BETWEEN THi THO

| POPULATIEN MEANSS

NGo 141

. TWE oCoRES eF CHLLEGE SENJORS ON A SCHBLASTIC APTITUDS TEST ARX

DIETRIZUTED WITH A SYANDARD DEVIATISN 67 50 PHINTSe SUPPLED THAT
MATCH™D SANMPLTS 67 f4h CAGIS EACH ARE GIVEN THE TESTo THE FIRST
JAS GIVEN PRACTICE 8N TAYING SIMILAR TESTS AND THz ]

GECHND CENTRQAL ©

WAS GIVEN NO PRACTICEs THZ AVIRAGE gopRE AF THE FIRST SAMPLE WAS 15
PIINTS AND TiZ AVERAGE SCARE BF THE SICIND SAMPLE WAS 140 PIINTSs IF
BITWCEN THE TWE SAMPLES WAS k0 TTGT THE HYPATHISIS

THE CHRPELATI
THAT THE DIFF
ALPHA AT THE
NULL HYPaTHES

r
SNEE BETWEEN THE Tw3 POPULATIIN MEANS 16 ZERE SITTING
0 LEVILe CEMPUTE TS ROWER &5 TuZ TEST TO REJECT THE

N
e R
1 .
3 WHEN THE TRUZ MEAN DIFFERENCE 1S 9

K]
L
&
{

pir EMolAYID MACHINISTS AN A TIST OF MOCHANTC/ZL CRMOREHENSTON
HISTRIBUTOD WITH A STANDARD DZVIATION OF 20 EoINTSe SUPVISE

: sapLE OF 225 MACHINISTS UgnKING 6H LATHES wehy COMPATEID WITH
SAMELE BF 100 MACHIMISTS WIRNING SN OMTILLING MACHINIS o THE MACHINISTS

WORKING BN L ATHIS SHAWED AN AVIRAGE TLGY QCORE 2F 113 FOINTS

SERCMINIETS LIRKING 8% MILLING MATHINES GHUMIU AN AVER:LI TES

AF S0T POINTSGe COMPUTE THE SAMPLEL 5120 THAT WOULD be

-1G8-
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1F THE TRUD DIFFERENCE BEWTEON

o

%H" NULL HYPCETHZGIS WITH A POWZIR CF 27
%HL POPULATION He ANS 1S &

1

&Oo 143

E

THE MEAN HIGHSCHRAOL GRADE PIINT AVER:GE FOR A SAMPLE &F 22 APPLICANTS
ETB A LARGE UNIVERSITY WAS 3e2 AND rha STANDARD DEVIATION COMPUTED BN
ITHIS SAMPELE WAS o9e TEST THE HYP 518 THAT THE MEAN OF THE ENTIRE
'PoPULA1iON 1S 3 SETTING ALPHA AT \Mr o0 LiEVELe

NOQ 144

SUPPOESE THAT 26 ADULTS ARE ADMINISTERED THE WECMSLER ADULT INTELL YGENCE
ESCAlL AND THEIR AVERAGE \F81 SCHRE WAS 105 AND THcC STANDLRD DEVIATIGN
OF THESE SCURES WAS 15e ST THE MYPOYHSTS THAT THE MIAN COF THE ENTIREZ

‘PBPULAT:aN 15 LESS THAN 100 POINTS SETTING ALBHA AT THZ 010 LEVEL.

- Ngo 145

GURPOSE TRAT THE AVERAGK TEST QCORE 0F A gAMPLE gF 101 HIGHSTHIAL SsTUDENTS
ON A TEST 87 VERGAL COMONEHENSTEN 18 B0 AND T STANDARD DEVIATION

i COMPUYED BN THIS SAMPLE IS 10e COMPUTE THE 98 RPoRCENT CONF I1D: NZE INTERVAL
{ FOR THE MEAN 8F TRE ENTIRE POPULATICN.

;
I NBo 146 |
é SUPPQS: TNA'( A S PLE a? 25 CLE !\ ‘T\ OIS' ', ,‘t‘a i\lri\' TH: BLPNA\"D Cl L:\L ;
APTITUDE TEGTs THE AVERAGE SCORE #OR THIS CROUR WAS H6 AND Trw ,l&NQaRD :
DEVIATION FCR THIS SAMPLE WAS 10e A SECOND SAMPLE OF 28 FILING CLERXS {
Wc.lh GIVE\' ("” S'\H I{‘C‘) P\ND iHr DA‘A ;.fd'\ ‘l.gzb G’?E”” (\t__{"\.\‘-r:-o A f'ia:\N 4
ARD BIVIATION &F 8e TEST THI WYPATHISIS THAT THZ DIFFERCNCE

BF &Q AND A STAND i
BETWEEN THE TWd POPULATION MEANS 1S ZERZ SITTING ALPHA AT THE o056 LEVELS

o Pes ik ia

|
|
|

e i S e e R Y oyt B

NGeo 1&7
[ quRPLDT THAT THE AVIRAGE SCORE BF A SAMPLE &F es MALE HIgH SCHIDL STUDENTS
B 1515 PRINTS aN A TEQT OF MENTAL ARTTHHETIC &ND M IR GTANDATD DEVIATION .
| 1S 17. SUPPUOT FURTHER THAT 4 SANPLE ar 57 G1RLS ON THE SAMD TEST SHOWED %
A MZAN SUARE UF 97 POINTS AND A STAND R CTVIATIAN CF {5 C2VPUTH T !
L o9 LERCENT CoNFLUENCE IHTCRVAL FoR THk DIFFERENCE BITWEEN THE TWD PGRPULATION |
1 MEANE o 4
f ;
: Nje 143 3
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gUFPOSZ THAT A SAMPLE GF EMPLOYED MACHIN'GTS ARE GIVEN T4O FanMs gF

THE WHIRRY MICHANICAL APTITUDS YEST AND THE FOLLOWING DATA WiIRE BRTAINEDa

INDIVIDUAL 2 FORM A SCABRE ¢ 9 FORM B SCORE = 8
INDIVIDUAL 4 FGRM A SCORE # 10 FBRM B SCORE = {2
INDIVIDUAL 3 FORM A SCORE = b FORM B SCORE = 15
INDIVIDUAL & FonM A SCBRE = 10 FORM B SCURE = 10
INDIVIDUAL 5 FORM A SCORE ¢ 9 FBRM B SCORE = 12
{NDIVIDUAL & FORM A SCORE = i2° FCRM B SCORE = 14
{NDIVIDUAL 7 FORM A SCORE o» 8 FORM B SCURE = 12 ,
INDIVIDUAL 3 FORM A SCORE e 15 FORM B SC3RE s 16 /
INDIVIDUAL 9 FORM A SCORE = 14 FGRM B SCORE s 13
INDIVIDUAL 40 FBRM A SCERE = 13 FGRM B SCURE = 35

YESQT THE HYFOTHESYS THAY YHERE 15 NO SIGNIFICANT DIFFERENCE BETVCEN
THE MEANS GF FoRH A AND FORM B SETTING ALPHA AT THE 202 LEVEL- ?

NBe 149 :
SUPPOSE THAT A SMALL SAMPLE BF RATS ARE GIVEN 7HO TRIALS IM A MAZE
W]TH THE FELLOWING RESULTGe
RAT 1 ERRBRS ON TRIAL 1 = 6 ERRORG QN TRIAL 2 = & \
RAT 2 FRRORS ON TRIAL { s & ERRERS ON YRiaL & = 3 f
RAT 3 ERKORS ON TRIAL { = 3 ERRORG ON TRIAL 2 = O 5
RAT & ﬁRRaRS EN TRIAL { = 7 ERNBRS ON TRIAL 2 = 7 i
”ﬁ RAT O FREERS 6N TRIAL 1 5 8 ERRBNREG QN TRIAL 2 = & |

coMBUTE THE 95 PERCENT CONFIDENCE INTERVAL FER THE DIFFERENCE BETWEEN
THE TUI PEPULATION M ANG o

NGe 130 ?
ORE HUMDRED APPLICANTS WIRE ADMINISTERED A CLERICAL ApTITUDE TEST AND i
WERE BAYED ON THEIR U8B PERFORMANCE WITH THE FoLLOWING RESULTS g

§
§
IJ MCAN X = §1d

R L e G e G S A e G

2 AN i S S S VU s fox




VARTANCE X = 78
VARIANCE Y s 29

COVARIANCE XY s 23

CWRERE X(1) REPRESENTS THE SCORE B8F THE ITH INDIVIDUAL &N THE CLERICAL
CAPTITUCE TEST AND Y{I) REPRESENTS TWD PERIGRMANCE RAYTING OF THE {1
INDIVIDUAL e GET UPR THI STANDARD SCURE KZGRESS19N EQUATIGN FBR PREDICTING
fY FROM Xo GIVEN'A Z SCORE 6F § WHAT wwuto BE THE PREDICTED 2 SCBRE

N Yo ' i

NG 151
| TEN STUCENYS WERE ADMINISYERED A VERSAL REASONING TEST AND A SPATIAL
RELA(?OKS YESY WITH THE FOLLOWING RESULTS

(SUM X(1) [=1sN) & 43

(SUM Y(1) 1elsN) = 48

(SUM X(IIX(1) 1=40N) = 524
GUM Y(IIY(TD) 1=1aNY = 547 |
(SUM XCIYY(D) 1=1aN) = 239

WHERF X(1) REPRESENTS THE SCORE 8F YHE ITH INDIVIOUAL ON THE VERB AL

RCMUQNYNG TZSY AND YD) RESPFRESENTS THZ GCORE 67 TwWE Irh INDIVIDUAL |

P ONTHE SPATIAL RELATIONS YESTe SET UP THE DIVIATION SCORF REGRESSION j
i

f{\\Jr\rI F’ re‘\ ?3PL-DICfﬂ\’G Y FROW \< JOPJN ’4,’\‘:\ A Df' VIA IDP\ Schf! (\\J x Cr
3 WHAY WoULD BE HIS PREDICTED DEVIATIEN SCORE gN Y
8 .

N3e §82

; ONEZ HUNDRED ApPLICANTS WERE ADMINISTERCD A CLERICAL AoTITUDE TZST AND
L WERE RATED GN THZIR JOU PERFERMANCE WITH THE FELLOWING RESULTS

A 30 PR A R A S R RS

MEAN X = 105

MEAN Y = 73 |

, VARTANCE X = 77 ;
% |
; VARTANCE Y = 27 !
3 &
E COVARIANCE XY = 2 g'
: El
WHIRE X)) DIPRIGSEINTR THUZ SCHRE BF YHE [TH INDIVIDUAL ON THE CLERIC Al §

ACTETUSE TOST AND Y1) REPRISENTS THE PORTCUHANGE RATING 0F THT 17H ]

INDIVIDUAL . SIT UD THE RAU SCARE REGRESSION TOUATION FIfN PREDICTING %
Y OFOOM KXo SAM MAS AN X SCARE IF 13 WHAT WoULC ©F KIS rREDICTED RAN ]
SCERE ON Yo ]

?i

|
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iBe $53

YEN STUDENTS WERE ADMINISTERUD A VER3AL REASONING TEST AND A SPATIAL
RELAYSENS TEST WITH THE FOLLOWING RESULTS

(suM (1) I=1,N) = &2

(SuH Y(I1) feloN) = 42

(SUM X(IIXLI) 1=1aW) = 512
(SUM YCIIY(1) I=1sN) = 533

(SUM X(1)Y(1) lulsN) & 236

WHERE X(1) REPRESENTS THE SCORE OF TnE 1TH INDIVIDUAL BN THE vERSAL
RESENTS THE SCORE OF YHE ITH INDIVIDUAL

REASONING TEST AND Y(I) RESPAE
6N THZ SPAT AL RELAYIENS TESTe CHMPUTE THE PREPIRYION 0F VARIANCE IN

L

Y ACCOUNTED FuR 8Y Xg

;
|
|
*NDe 154

CBNE HUNDRED SCHHE1, CHILDREN WERE GIVEN TW3 FORMG BF THEZ PESTON INTFLL IGENCE
§TEST WITH THE FOLLOWING RESULTS %
MiAN X = 25 i
MEAN Y = 23 %
SICHA X 8 9 3
SIGMA Y = 9O g
; CERRELATIAN XY = #80 ?
' WHERE X(]) RIPRUSENTS THE SCURE aF THE jvH TNDIVIDUAL eN FaRi A oF %
THE TEST AN% :(I) REFREGSENTS THE SCORE oF THEZ TH INDIVIOUAL &N Fem |

GYe CoMPUTE THE STANDARD ERRGR &F ESTIMATL FER PREDICTING

PR OF THE TH
Y FROM Xe

l NDe 455 |

) GNZ HUNDRED APPLICANTS WERE ADMINISTERED A CLERICAL ARTITUDE TEST AND :
WERE RATED &N THEIR JO5 PERFORMANCE WITH THE FELLOGWING RESULTS

3

g

MEAN X n 107 ;

3
MEAN Y & 73 |
VARJANCE X = 82

VARTANCE Y ® 27

E CoVARIANCE MY = 22 |
1 ' :




HERE X (1) REPTRCSEN
\PTITUDE TEST AHD V(1)
NOIVIDUAL e CEMPUYE THE ESTIMATED PO

YEN STUDENTS VERE ADH M

(SUM X(1) 1uisN) ® 45
(auM Y(I) feteN) = 45

ROPRESENTS THE PERr«

o YHo €ConE 0F THE TR OIRDIVIDUAL an THE CLERICAL

T9AMANCE RATVING OF THEZ ITH
PULATIEN STYANDARD ERROR OF ESTIMATL ¢

STERED A VERBAL REASONING TEST AND A sPATIAL
@ELATI&NS TEST WITH THE FOLLESWING RESULTS

(SUM X{IIX(E) p=1pN) s 545

53

(SUM Y(I)y(l) 1edsN)

"

(SUM X(IIY (1) I=lpN)

CWHERE M(1) REPRESENTS ThHE SC3RE aF
| REASANING TEST AND Y1) RESPRE

E ON THE SPATIAL RELATIBHS 'C
é THE HYPHTHESIS THAT THE POPULATION

i
. NOe 157

oNE HUNDRED ARPLICANTS WERE ADMINI

MOAH X 8 108
MEAN Y B 6

VARTANCE X ® 84
VARIANCE Y = 30

CyVARTANCE XY = 22

APTITUDE TEST AND Y(§) REPRETINTS

-

TR

NOe 138

45 YENM STUDENTS MERE ADMINISTURED
RELATSONS TESY WITH THE FILLOWING

ﬁ (suM X(I) islaN) = &%

X 3
B A SRS RPN

i RO B R R e A

<

2
WERE RATED &N THEILR JOB PERFORMANCE

WHERE X(1) REFREZGENTS THE gCPrRE #F
V)

FRDIVIDUALe SETTING ALFMA AT THZ 005 LEVILe
T PCPULATIGN RoGRESSION COEFFICIEBNT FOR iy

R A S AR ATY (4 i NS
: e A A Y A g S B R

6
213

THE [TH INDIVIDUAL 6N THE VERIA

AESENTS THE SCORE §F THE ITH INDIVIQUAL

L A

57, SETTING ALPHA AT THE 01 LEVELe TE&

CORRELATION 18 ZERB.

il 4

seRe A CLERICAL ApTITUDE TRST AND
11

t
W1TH YHE FalloWwING RESULTS

- sy

THE §TH INDIVIDUAL BN THC CLER{CAL
CHE PERFORMANGE RATIMG 8F THI 1TH
TEGT THE MYPUTHISIS THAT

A VERALL REASBNING TEST AND A SpATIAL

RESULTS

!
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(SUM Y1) TnlsN) = &4

(SUM X(TIX(T) TndaN) =& 541
(SUM Y(IIVD) T=14N) = 521

(suM XLIYY(D) I=1,N) = 207

WHERE Y(1) REPRESENYg THE SCERE AF THE 17TH INDIVIDUAL BN THE VERSAL
REASONING TEST AND Y(1) REGPRESENTS THE SCORE OF THE ITH INDIVIDUAL
BN THE SPATIAL RELATIONS TEST, SETYING ALPHA AT THZ «01 LEVCLe TEST
ITHE HYPOTHESTS THAT THE POPULATIEN MEAN ON THE Y VARIABLE IS 85

E ADMINISTERED A CLERICAL APTITUDE TESY AND
R %"

EGNE HUNDRED APPLICANTS WL
G FORMANCE WITH THE FOLLOWING RESULTS

L WERE RA;ED ON THZIR JEE
| MEAN X = 110
MEAN Y = 72

VARIANCE X & 89
VARJANCE Y « 30

CuVARIANCE XY = 24

JHERE (1) REPRESENTS THE SCORZ AF YHE ITH INGIVIDUAL OGN THE CLERTCAL i
AFTITUDE TEST ARD Y(1) REPRESENTS YHE PERFORMANCE RATING OF THE 170 ;

L INDIVIOUALs COMPUTE THE 93 PERCENT CONFIDENCE INTERVAL FOR THZ POPULATION ]
. CCRRELATION COEFFICIENTS 5
; g
|

!

TEN STUDENTS WERE ADMINISTERED A VERSAL REASGNING TEST AND A GpAYIAL f

RELATIONS TEST WITH THE FOLLOWING RESULTS

(GUM X(1) 1o2iaN) = 43

B B e e

(SUM Y(I) felaN) = &2

R o

(SUM X(IIXL1) 1algN) = B22

(58U YOII7 (D) I=lan) = B13

bl etz

(UM X{DIY(YL) I=1.N) = 227

& WHTRE Y1) REPRESENTS YHE SCCRE OF THE 174 INDIVIDUAL GN THE VERBAL :
L mpACONIMG TEST AMD VD) REGSAZEZNTS THE SeORE & THE 1TH INDIVIDUAL ?
oN THE §PATIAL RELATIONS TEBTo caMPUYTE THE S0 PERCINT CHNFIDINCE INTERYAL |
FOR THE POPULATION RIGRISHIUN COEFFICTIENT s !

s
{.
’ ! l’) G 1 ,! ‘L »; )
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gN{. HUNDRED SCHzOl. CHILDREN WERE GIVEN Tws FORMS OF THE POSTIN INTELL [ GENCE
YEST WITH THE FOLLEWING RESULTS

MEAN X = 24
MEAN Y = 24
SIGMA X = O
SIGHA Y = 6

CORRELATION XY = 30

;
g MEFE X(1) REPRESENTS THE SCBRE BF THE 17H INDIVIDUAL BN FakM A OF
THE TEST AND YD) pLPKFJtNIb THE SCHRE OF THZ ITH INDIVIOUAL GN Faai

MEAN BF THE DEFENDENT VARTABLE o .

feN"‘PUMDPcD APPLICANTS WERE ADMINTISTURID A CLCQ CAL AQTITUDL TEST ARD
WERE RATED 0N THZ IR JpB PERFORMANCE WITH THE FOLLGWING RESULTS

MEAN X » 420
MEAN Y 3 62

VARIANCE X s 76

VARIANCE ¥ = 29

CeVARIANCE XY = g2

;va“' K1) DUPRESENTS THE SCORE 6F THE ITH !NDIVIJUé EM THE CLERICAL

RN
F APTITUDE TEST A”” Y{1) REPRESENTS THE PERFORMANCE RATING GF THI 174
' 1n01V*DUA'o LIST THEZ E"QU“”sIﬁnb THAT AR MADE IN TESTING THI myroTHES]S

C THAT YHE PG’UL\7Y3 CORNZLATION 1S ZEROe

HUNDRED °C’uuL CHELDREN WERE gIVEN TW0 FERMS OF THT pOSTIN INTELL IgENCE

'R 6F YHE TESYe COMPUTE YHE 90 PERCENT CONFIDEINCE INTERVAL F8ER THE PIPULATION

R L T e A

s

L3 ARt B S =

D ik i s

0 \!;-.
T Sc‘p ‘(ITH r§ . r-U ’L‘GHiNG R&SUL"
1 MEAN X & 2%
: MEAN Y 3 2%
; .
: SIGHMA ¥ = 7
g SIGMA Y =2 8
g
ﬁ CRRRELATION XY = o8
L WKERE (1) REPRISENTS THE SCERE CF THE 17H INDIVIDUAL ON FBRIE A 87
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W TEST AMD Y(I) REPRESENTS TWE SCORE gF THE TTH INDIVIDUAL ON FERM
Y 0F THE YESTe LIST THE ASSUMPTIENS
HAT THE POPULATION REGRESSICN COEFFICIENTY IS ZERDe

%FN STUDENTS WERE ADMINISTERED A VERZAL RE \CONING TEST AND A SPATIAL
RELATIONS TEST WITH THE FOLLOWING RESULTS

(SUM X([) tslaN) = 46

(UM Y(I) [=31:N) ® 43

3

(SUM X({)X{1) 1=1aN) 544

532

{ouM YODIY(D) I=1aN)

(SUM X(IIY(D) 1alaN) = 224

|WHERT X(1) RCPREGENTS THE SCORE OF THE 1TH INDIVIDUAL BN TTHE VERSAL
| REASONING TEST AND ¥ (1) avsvwcsrmvs THE SCORZ 67 THE 1TH INDIVIDUAL
}or ThE GPATIAL RELATIONS YESTe LIST THE ASSUMPTIONS THAT ARE M DE N
| e STING THE HYPGTHESIS THAT THE POFULATIEN MEAN OF THE DE PENCENT VARJABLE

HAS SGME SPECIFIED VALUZ

{

gNSe 565

| GIVEN THE FOLLOWING SET 6F BRDERED PAIRS Xs¥io

(220 (3,5) (Lasb) (527) (B286) (538)
(3:2) (4o 3) (5a24) (62 5) {528) (7:7)
{230 (324) (425) {ge6) (627) (7:8)
(2:5) (223) (622) (5525) (3:5) (8:8)
cetiPUTE
Ae MEAN SQUARE LIHNEAR REGRE "S51aN
Ps MEAN SQUARE DEVIATIEN FROM LINEAR REQGRESSION
C¢ MEAN SQUARE ERROR. |
NOe 66
1 GIVEN THL FELLOWING SE7T oF ORDIRID PAIRS (HaY)e
|
;, (223) (324 (4a5) (525} (527) (7:8)
i (2085 (353} (6329 (545 (3:6) (5769
1
: o
' ERIC
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TRAT ARE MADE IN TESTING THE HYPOTHESIS
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4
: (3,29 (4,3) (5,4) (619) (H26) (7,7)
" (2:4) (3:,9) (426) (S5«7) (Lsb (6406

oY THE HYPOTHESIS THAT THE REGRESSIGH 18 OF v ON X IS LINEARs

:

it
5

i NDo 167

; . . Lo ar {“N
L A SAMPLE BF MICHIGAN STATE UNIVERSITY STUDENTS WAS @thﬁiS)EgAIH;NBRJU
I TR ST T e TS SviN e Tuo TESTSe I T

,A ~ : . pupate, N [y (o A . ‘m [ 0y o] t. .c- v 3 3 {{-
L qannl BOFREM RUTGERS YNIVERSITY WAS AL?V“E- - © e e )
f%oyktsﬂ'%AMPLE THE CORRELATION BETHEEN THE TWO TESTS %quf?$tzﬂo&aéﬂ
f ﬁY”?%ﬁ;QiS “HAT DIFFERENCE BETWEFN THE COHRRESPHNDING POPULATLO ~
% " [ R AN . A .

| COLFFICIENTS IS ZERD ¢
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