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A COMPUTER PROCEDURE IS DESCRIBED FOR PARSING RUSSIAN
SENTENCES WITH A CONTEXT-FREE RECOGNITION GRA424AR. THIS IS
THE FIRST PROJECT UNDER A PROGRAM FOR THE INVESTIGATION OF
SEVERAL ASPECTS OF NATURAL LANGUAGE DATA PROCESSING BY
FORMALIZED METHODS TO DETERMINE THE USEFUtNeSS OF FORMALIZED
LINGUISTIC TECHNIQUES IN PRACTICAL LANGUAGE DATA PROCESSING
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ALGORITHM AND THE FORM AND FUNCTION OF THE GRAMMATICAL
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ABSTRACT

=

A' OoMpiiter pkoce-atire, j`a:clescribes1 which perfOrms bottom-
to-tOp, direCt-stabstittitidh pr8ing from a Vector=siriibol phrase
grAM:Ma- toi -The: ChargOttriatitt- of the particular Vector-symbol
phrase -grammar developed under this research program are
CleSaribed. A grammar Qf. this type for Russian is presented
and the restalt!,of the application of the parsing procedure to

Sentences are 'discussed and illustrated. The procedure
embodies a generalized-method for the recognition and elimination
of i,triVially ambiguous" eitru_ctures. Despite its implementation
on a -relatively small computer, the procedure operates very
efficiently.
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INTRODUCTION

of 1965, a progran:LwaS-:organized within the
lwanguage Analysis find Translatiorisetiion of the Research
Labaraterry of The Bunker -Ram: 'Corporation for the investigation
of Several- aspeCtS of natural language data processing by formalized
methods; As originally conceived, this program was to embrace
a number of seiparatt: but related projects, each devoted to a
different aspect of the overall problem. Eventually, the program
was to involve sentence analysis and generation by various methods
based upon context-free, context- sensitive, free-rewrite, and
transformational linguistic systems.

The first project under this program was dedicated to the
develOpment of a context-free recognition grammar for Russian.
Work on this project, which has already resulted in a grammar
of impressive scope and power, is still in progress; and since
our interest in this project has to date precluded the development
of other projects under this program, the remainder of this report
will be concerned almost exclusively with the technique that has
been developed for parsing Russian sentences with a context-free
grammar, and with the grammar itself.

1.1 RESEARCH POLICY

From the very inception of this program, it has been our
policy to subject ourselves to the rigorous discipline of operational
demonstrability in all phases of the work in progress. That is to
says every hypothesis concerning the organization of the
processing algorithms and the structure and context of the grammar
has been tested as a running computational procedure before
gaining full acceptance as a working principle. This general
policy :has bqen observed with respect to all levels of detail of
the work, from the broadest to the most specific-- involving at
the lowest level the testing of individual grammar rules.

1
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The adoption of this policy required that a very short research
cycle (detign, test, evaluate) be maintained, in which the temporal
distance separating; the linguiStic research group from the computer
center is minimized. The latter goal has been achieved by carrying
out the 'greatex part of the ,project work in the computer center,
the linguistic research pgrsonneI performing all of she required
programming and equipment operation tasks themselves (generally
during second and third shift periods). The uncommon luxury of
such !'hands -on" working conditions has been made possibly by
the in-house availability G.,11 a corporate-utility research computer
facility. Many of the features of the lit guistic processing system
developed under this project have been designed specifically to
exploit this advantage to the fullest; in a batch-processing or
production environment much of the input/output and peripheral
utility programming would have taken on a markedly different
form.

.2 THE RESEARCH COMPUTER CENTER

1.2.1 Hardware

Another source of program design constraints has been,
quite naturally, the hardware available in the computer facility.
This consists of the following:

o one Bunker-Ramo Model 130 (AN/UYK-1) computer;
this is an 8K, 21,,rbit, parallel binary, stored
micrologic machine with a basic read-generate
cycle time of 6 uses.

o 8K cells of dikectly-addressable extended memory

one 120-character line printer (BR.282)
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o one magnetic tape controller (BR-192) and
two transports (BR-170)

o one input/output controller (BR-143) , with
associated typewriter, paper-tape reader

ti and punch, and card reader

kt - _

-mamma. imarmYamm ...-121cPmasamamS1c

Many of the details of organization of the operating programs
and even of the grammar - -have been chosen with this hardware
system's limited memory and intermediate running speed (as a
result of the micrologic programming feature) in mind.

1.2.2 Software

A third influencz on the present form of the algorithm and
utility programs has been the availability of a version of the
FORTRAN IV programming language in the computer center's
software library. The experimental nature of the projects to
be undertaken made it advisable to sacrifice the efficiency of
machine-language programming, at the outset, in favor of the
ease of programming and debugging with a procedure-oriented-
language; while a symbol or string processing language (such
as COMIT) might have been preferable for this purposes, the
ready availability of FORTRAN, and the familiarity of the
research group with its uses combined to bring about its adoption
for the initial development of the language data processing
algorithms and utility programs. As a consequence, some of
the characteristics of these algorithms derive ultimately from
their initial expression in an arithmetic-oriented programming
language.

The reader will find Many of the details of the exposition
that follows easier to understand it these three sources of design
limitations are taken into account.

1,4
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THE CONTEXT-FREE PARSING PROJECT

The program for the study of forximlized language data
processing systems began with the project for the parsing of
Russian sentences with a context -free algorithm and grammar.
Several motives contributed to the decision to initiate such a
project. One of the strongest of these was the academic interest,
on the part of some of the members of this department, in formal
linguistic systems. Another, related to this but of a more utilitarian
turn, was a desire to determine the usefulness of formalized
techniques in practical language data processing applications
such as machine translation, information retrieval, etc. Moreover,
at the time of its inception, this project was relevant to departmental
contractual obligations.

The second of these motives deserves further elaboration.
There 'are several characteristics of formalized linguistic
procedures which seemed, at least superficially, to offer substantial
advantages in practical language data processing operations. The
much discussed separation of grammar and algorithm is one such
characteristic which promised particular benefits for applications
systems subject to continuing modification through research.
Another apparent advantage of formalized linguistic procedures
which was of interest to the research group is the requirement
of formal "homogeneity" in the grammatical specifications (or
rules). A third such advantage is the relative simplicity of
programs embodying the basic processing algorithms. The
fundamental justification for our inception and continuation of
this research program has been the testing of these (and other)
apparent advantages for practical language data processing
applications; some conclusions concerning these topics, derived
from the context-free parsing project, are presented later in this
report.

4
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.-2.1. THE CONTEXT-FREE PARSING SYSTEM

From the beginning of this project to the time of this writing,
the overall context-free parsing system has been undergoing a
continuous evolutionary .development. But for a need "to save'
time,- space, and the reader's patience, a historical description
of the system would be the most natural kind of treatment. It
will be more practical, however, to write only a few words about
the system's humble beginnings and-then to describe in limited
detail its present- state.

Originally, it was decided that t'te relatively simple and
efficient bottom-to-top direct-substitution procedure, working
with binary phrase-structure rules, would serve our needs very
well.. The first task performed under this project was, accordingly,
the programming, in FORTRAN, of such an algorithm and
associated input/output Subroutines. This first system was, in
all respects, rather primitive. It provided for a grammar of
quite modest proportions (250 rules, each of an ordered triple
of integers ranging from 000 to 999) on which a crude sequential
search was performed during look-up operations. A very limited
kind of output was provided. Input capacity was restricted to
short strings with a few grammar codes per item. Program flow
was relatively inefficient, and it tended to run slowly. These
deficiencies have since. been remedied, one by- one; and ax
efficient and quite powerful sentence analysis. system has evolved.

In the course of this development, significant changes have
been made in the grammar and algorithm of the system. The
most important of these changes has been the introduction of
grammatical variables as components of grammatical labels in
m..0114.1.4 MO.NIMENNENUM4

order to enhance the discriminatory power of the system. In his
latest publication on linguistic theory 1, Noam Chomsky argues,

See Aspects of the Theor of Syntax, M.-I, T. Press,
CaMbridge711767,7p7767, , 11, and 215., For purposes
of consistency, our use of the term "phrase-structure') in this report
has been limited to accord with Chomsky's interpretation of it.

.5
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in effect, that this modification removes the system from the class
of phrase-structure systems to the class of transformational
Systems. Chomsky's argument on this point is not entirely
convincing, however, particularly in view of the radical distinctions
between the formal properties of this system (and others like it)
and those of transformational systems as discussed in the rather
ample literature on the subject. Nevertheless, to avoid the
possible accusation of abusing the term "phrase-structure", the
present system will be referred to as a vector-syMbol phrase
grammar' system; this :aame is suggested by the modified form
.oi the system's grammatical labels, which-consist of ordered
triples of symbols.

To simplify the presentation of the system's details, a full
discussion of the form and function of the grammatical variables
will be given after the operations of the basic (phrase-structure)
parsing algorithm have been presented. It will then be shown in
precisely what fashion the grammatical variables restrict these
operations. This order of presentation is intended not only to
simplify matters for the reader but also to reflect the evolutionary
history of the system itself.

2. 1. 1 The Algorithm

2. 1. 1. 1 Description

The structure of the basic parsingalgorithm2 is very simple;
yet difficult to describe clearly in plain English. For this reason,
the following brief verbal description is supplemented with a gross

'abbreviated VSPG. .

2Qf the kind known- widely as the "Cocke algorithm" after
John Qicke of IBM. We are indebted to Martin Kay of the RAND
Corporatioh for most helpful discussions and advice at the outset
of :this prdject.

".
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schematic flowchart on pages 10 and 11.
This algorithm performs elementary list-processing operations

on a group of four interrelated lines.r array3 representing the
developing tree structure(s) assigned to the input string. If these
arrays are regarded as a single two-dimensional array, then we
maSr say.that each.-Tow of .the.arrayrepresents a single node of
one or more :of the trees; the columns of the array specify, for
each row, _R the position in the input string, counting from left,
of the leftmost terminal dominated by the node corresponding.
to the row, (2) the grammatical label corresponding to the node,
(3) the number of the row corresponding to the left -hand daughter
of the node, (4) the number of the row corresponding to the
right-hand daughter of the node. A set of counters are maintained
as pointers during. operations on the. rows, while the columns are
addressed by name. A compact table is kept.of the row numbers
of the earliest and-latest nodes dominating substrings of a' given
length.

As the algorithm runs, rows corresponding to progressively
longer. well-formed substrings are added to the. initial array.
The procedure begins with attempts to combine, as left-hand
and right-hand daughters of a single node, rows dominating
substrings of length *single.tnpu:t iteMs). .Such a
combination can be made if and only if the substrings dominated
by the daughter-candidate rows are adjacent and the grammar
contains one or more rules providing for the combining of the
daughter-candidate rows' grammatical labels. If both conditions
are met in a given instance, then a new row is added to the array
for each applicable grammar rule. When all the possibilities for
forming substrings of length 2. (by combining substrings of length 1)
are exhausted, a new series of attempts are made to form
substrings of length 3' (Combining, in both orders, substrings of
lenkth 1 with. substrings of length 2). Next, the formation of
substrings of length 4 is attemptedrequiring. exhaustive testing

4.



of substriugs of length I and 3, 2 and. 2, and 3 and 1: And so
on, Until no further combinations are possible. Wh'en this
condition is met, the latest -iCiwiss) entered in the baiic array
will 'represent the 16ngest well- formed substrings in the input
string; ifs all has gone- well, the latest rows) will correspond
to nodes dominating the entire input -string and will carry the
grammatical label "Sentence". The flowcharts and explanatory
notes, on the next three pages, show the structure- of the basic
algorithm in some detail.

ThiS algorithm has recently been reprogrammed in machine
language for the Bunker-Ramo 130 computer, resulting in- a very
substantial gain in operating speed over that obtained with the
FORTRAN version. All input/output subroutines are rn
expressed in FORTRAN, 'however, simply for the sake of
convenience of modification if and when the need arises.

2.1.1.2 Flowcharts of the Basic.
Parsing Algorithm

2.1.1.2.1 Explanation of Symbols Used in Flowcharts
on Following Pales.. In the following basic system flowcharts,
the four parsing list arrays are referred to as follows:

1NWi position in the input string, counting from
the left, of the leftmost terminal dominated
by the node corresponding to row i

GL. grammatical label-of the node corresponding
to row i

LC. row number of the left daughter of the
node corresponding to row i

RC. row number of-the right daughter of the
node corresponding- to row i

.
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imitabet counters an _pointerE (lower-case when
scrkpte) appear:

counter for-items in the input string

__ counter fbr_ rows of_tlie parsing list arrays
(or :nodes)

Other symbols are:

Counter for input- graranna,tical labels-in
INPUT subprograib.

pointer for earliest right-hand daughter-
candidate.

- -

poriktelifor input grammatical. labels

pointer for left-hand daughter-candidates
-

Pointer for right -hand. daughter -candidates

.IGL. the 17th input grammatical label for a.
:given input- item

PL .phrase-length; -the length of substrings
_currently-being forined

LSIZE the length of the left-band component of
the substring-under test

RSIZE the length cif-th.e-:Tight=band component
of the substrint:Under test

LENGTH. the length-ofihe 'sUbetring dominated-by
the. ;lode correspondmg to row

oMpOnints of -gramfnar rules are.-referred to as, A, B, C;
that the il.liektlite*ifieres.-,10.re Of-the form.A B C.

Two -40*-,diagra.#1:0,,4re Pres- ented;" the; first shows itcri, the input
.

clOit4<0.4f04.-iiit4ity:-*tiarig4d in the patsixig,array. r Box (5) ._ of the
fP _.,...i4--r-44:#;4410.7i,tily.'et the readia,g of a single ,PunChec4-(dar#,

::#144114 4t *04;.

tt101,entire-Witilb-WFS:ipg
. -

-.$041p4an,C'e 1,4 en.-th&input operations are terminated.
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Modification of the Algorithm

Alf has 14eep.Tnen#oned,. Substantial modifications have been
inTtro4U04:-intO the system-. The two most important of these are

.

de4c*Ibed-in this section. The first, which restricts the strong
gerztiative capacity of the system, was motivated by the observation

`that a gontextz.free phrai,e-structure system whose gramthar
contains labels- that are both left and right recursive will produce
prattically irrelevant ambiguous stmctural descriptions. The
second,; and-More fundamental, of these modifications introch-ced
vector-iiyMbols into the grammar as phrase markers and required
a corresponding supplementation of the algorithm to manipulate
them. The first modification affected only the algorithm; the
second, since it has affected both grammar and algorithm, is
discuesed-belOW with respect to its effects on.the parsing -strategy
and in a later 'section (2.1.2) with respect to its effects on the
grammar itself.

2.1.1.3.1 The Node Suppression Option. The first of these
special features, the nods suppression option, has been adopted
to deal with the tendency of context-free parsing systems of the
present kind to derive trivially different structural descriptions
for even relatively simple input strings under certain conditions.
This may occur only when a particular grammatical label is both
left and right recursive in the grammar. 1 Let us consider four
ways in which this condition may occur:

A single recursive rule of. the form A + A A makes. ONIIMIDO

the vammatical label A both left and right recursive. Strings
of the form A + A + A + + A will be analyzed ambiguously
with this

11

i

F

)

This discussion is limited in application to systems with
binary .gri4Arcr arS;. spa.ce does not permit the development of the

y generalized case. $pecifiCally excluded from this discussion
10 the case. of theaMbiguousgrammar (i.e a grammar containing
more thanlOne- rule for 'rewriting. a given pair of candidate-labels) .
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2, Tild to'-recursive rules" (1) A + B -.4w A, and
(2)( CI; A --or f>t:-inaice the label A left recursive and right recursive
r8kji0,1Vely-. Strings of the foritt -C + C + C + + C+ A + B +
B + B +- +; B. will !,>.e.-atialyzed ambiguously with these two rules.

3, The_ left and right recursive condition may derive from
the combination: of a recursive rule and a cycle of rules (of indefinite
length). For example, the three rules (3) A + B A,

eMia =o
(4) C + A --ow B, and (5
analyses for strings o
In tail; case, the lab
consisting of rules

4, A set
rigla recursive
recursive rule
provide the la
two cycles c
In this cas
will be a

) X + Y C will provide ambiguous
the form A+X+Y+A+X+Y+ + A.

1 A is left recursive by virtue of the cycle
(3) and (4) .

of non-recursive rules may fulfill the left and
condition through cycles. For example, the non-

B + C A, (7) A + X --v. B, (8) Y + A-40 C
with both left and right recursiveness through

e (6)
bel A

onsisting of the rules (6) and (7), and (6) and (8).
e, strings of the form + 1..+ A + X + + +A

mbiguously analyzed by the given rules.

Other sets of conditions are possible, of course, but these four
examples are sufficiently varied to facilitate a brief discussion
which can-easily be generalized. In our present operations,
ambiguous structural descriptions resulting fromecon.ditions such
as thOse: in 1. 2. , and 3. , - above are considered trivially different.
More specifically, alternative structures resulting from the
applicatiOn-to,agiven string Of the -same set of rules, but in a
differeneizider- are considered trivially different only when the
label .40ininatfng: the string is both left -and right recursive' in the
40444 rule set and 18 recursive in a recursive rule in the applied
rule :st"r



....",,

In 4. 'above, it will be seen that these conditions are not
met inasmuch as the,rules given are all non-recursive,. I It is
an empirically .based judgment of ours that alternative structural.
descriptions occurring: under these conditions are potentially more
interesting for purpose'of grammatical research than those
covered by thee forniulation. in the preceding paragraph. There is
a formal correlative -to this judgment which is illustrated by the
contrast between situations 3. and 4. above. Note that, in both
cases; the sample string for which alternative descriptions are
provided by the rules is the same, namely A + X + Y + +_,A,,--etc.
This string type may be described as a repetition of the recursive
label with a fixed substring interposed between the repetitions.
Now, in 3. , the fixed interposed substringAi.e. , X + Y) is
reducible by itself to a single structure (i.e. , C) . This same
substring in 4. , however, is not reducible to a single structure
and consequently its relationship with the recursive label will be
more complicated and, quite possibly, more interesting.

Practical considerations have forced the adoption of some
means to keep these trivially different alternative structures
out of the parsing lists. On the one hand, their explosive
combinatorial growth as a function of string length is disastrous
for both available memory space and program running time; on
the other, they result in the production of reams of uninformative
printout and would constitute a serious obstacle to grammatical
research.

Several solutions to this kind 'of problem ate available. It
Could be solved by eliminating recursive labels from the grammar
altogether, or by eliminating all labels which are both right and
left recursive from the graznniar. We regard theSe solutions as

In the present grammar, there are no labels which are both
left and right recursive solely by virtue of cycles of non-recursive .

rules.

'
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both practically and theoretically undesirable, because the former
solution, by eliminating recursivene:ssaltogeXhier.,,, leaves s grammar

,of finite .generative ca.pacity,,while the latte:r would require the
a *11 tiimi to the _grammar of a great many rules to maintain its weak
generative-, capacity:* Another kind of. solution would involve the
imposition of Some order' on the applicability of the rules in the
grammar; we have avoided this in order tea maintain the
independence of grammar rules from one another as an aid to
experimentation. Finally, because of the unusually stringent
constraints on.memory utilitation, all solutions requiring the
maintenance:of supplementary lists during parsing operations
were ruled out.

Instead, a toggle. switched optional subroutine was added
.

to the basic algorithm which recognizes trivial ambiguities in
the making. and discards _them. This optional node suppression
subroutine fits into the, flowchart on page 11 between boxes (26)
and (27). It ascertains, first of all, whether the grammar rule
to be applied is of the recursive type (i.e, , in the terminology
of the flowchart, whether A or B is identical with C); if it is
not, processing continues (to box (27) ) as usual. If the rule is
l'ecursive, then a check of all parsing list entries of length FL
is made to determine whether anyone of these has the same
entries in the INW and GL columns as would the potential new
entry. If this condition is met, the potential new entry is
discarded, and an exit.. is made to box G:9) ; if this condition is
not met, processing continues as usual. This subroutine may
be represented thus:1

It may be of interest to note that this technique achieves
predsely the -Same economies in. parsing list reduction as does
that. proposed by., Jane; Robinson pf, the RAND Corponstion (in
Endocentric Constructions and The _COCke, Parsing Logic,
preseTifirlimTTnte-i-Ta4oW--.6erencio on Linguistics, New York,
May 1965) 'Sid:41416a overt- arrangement, of
recursive. rules.

YbMn
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Q = row number
earliest entry of

length. Pt; i.Uno
such entries, Q = 0

Co-to
Box '`i27)"

2.1.1.3. 2. Vector-Symbol Phrase Markers. A second,
and more interesting, modification of the basic algorithm was
adopted to deal with -a. prOblem which is particularly severe when
dealing with highly inflected languages. such as Russian. The
probiern:is, essentially that a context-free phrase structure grammar
Or-430,04.a language will contain many subSets-of rules, -dealing

ti

mainly :with and government situations,,Nyhidh_closely
,

res'eMble! tttepara4igtnS:,ok,,case., **giber,: and, gender presented.
ti*.40 1'Ot-j,1404#00, Atillt.4, an ad ectiiv

iti ;a to owintinoun in asentente from such a: language, ; an

fl

a
II
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imposing array of rules, having the fOliowing general form, are
required:

+ NAmasc.. , NPnom. masc., sg. masc., sg. , nom.
A + Nmasc. , sg. , gen.. masc., sg. , gen. NPrna.sc.,sg., gen.

Amasc. ,pl. , nom. + Nmasc.
, pl. , nom. Np

masc. ,p1. , nom.

Afem. , sg. , nom. + Nfern. , sg. , nom. NPfern. , 3g. , nom.

and so on.

There is something inelegant about such collections of rules
and, more importantly from a practical point of view, they consume
a tremendous amount of storage space. Moreover,. these sets
of rules constitute an impediment to the kind of research in which
we have been engagedelementary modifications to the grammar
would often involve the rewriting of entire sets of such rules.
The solution finally, adopted was suggested by the label + subscript
notation employed in the illustration above; it consists of splitting
each component of a grammar rule into two partsa fixed part,
denoting a major grammatical category, and a variable part,
denoting sublcasses within. the major category.

17
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1.

2.1.1.3.2.1 Numerical Format. Some preliminary
explanation is necessary before the details of this vector-symbol
(VS) arrangement can be presented. It has been mentioned that
the word length of the BR-130 computer is 15 bits, and that the
basic algorithm was initially programmed in FORTRAN, using
integer arithmetic. There was therefore available a range of
non-negative numbers from zero through 16, 383) 1 for the
representation of grammatical labels. In deciding how to
implement a more compact arrangement of grammar rules of the
kind mentioned, the question of how to accomplish the task within
these numerical constraints arose. For a variety of reasons,
we finally decided to employ the units and tens positions of the
rounerical grammatical labels for the expression of "paradigmatic
variations ", and to employ the three most significant digits as
fixed major category tags. To permit full utilization of the
variable digits, it was, of course, necessary then to restrict
ourselves to the range 00000 through 16299 for the expression of
grammatical labels. The fixed major category tags would then
vary froth 000 through 162, while thevariable or "suffix" tags
could range from 00 through 99.

Finally, in order to achieve maximum flexibility in the
overall arrangement, the two variable or "suffix" digits were
effectively split off from one another, so that they might be
manipulated independently. This gave the result that each
component of a grammar rule consisted of three segments:
(1) a. major grammatical category tag, represented by a non-
negative integer from 000 through 162, (2) a suffix variable,
ranging from 0 through 9, (3) a second suffix variable, ranging
from 0 through 9. The grammatical label 12374 could thus be

GO.

Unless explicit mention is made to the contrary, all
numbers in the remainder of this report will be in decimal notation.

IIIIMNIIIIIIIMMIIM=110
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thought of as consisting of the segmeTft 123-7-4. The convenience
of such a convention ie that it permits one of the suffix variables,
when attached (for example) to the major tag for Noun, to represent
gender and number, while the other suffix tag might represent
case.

2.1.1.3.2.2 A Formalism Governing
Grammatical Variables. In order to take advantage of this schema
to render more compact the list of grammar rules, a formalism
was required which would permit the replacement of a paradigmatic
subset of rules by a single "cover" rule. To illustrate the full
set of conventions finally adopted, the following notation will be
used:

A. Grammar rules will be represented as
AV V_ + BV V ipP CV V ,al a2 bl b2 cl c2
where A, B, and C represent major category
tags,.and the multiply-subscripted V's represent
the suffix variables appended to them.

B. To represent grammatical labels of neighboring
nodes (candidates for rewriting) , the same
arrangement will be used, except that "4", "B", and
"C" replace their underlined counterparts,
and the symbol "T", with subscripts as above,
will be used instead of "V"; thus,
AT

s..
. TaZ BrT st, Tv. will represent a pair -

'1 '2
of adjacent nodes for which an appropriate
grammar rule is being sought; CT T

CI c2

will represent the grammatical label derived
from the application of a rule to the foregoing
pair.



-the.-symbbl_"x" ranges Tier; 4,1) !'it' .and Pj"
"range- over I, _The: formaliSm has two parts:. -

the first governs thel-teisting of the applicability
Of a given rule to:a:given candidate-pair:

I. If A = A and B = B, the rule applies,
except that,
0 < Vx.< 9 requires that TX. = Vx

I.-b. Va..= Vb.
L 1

requires that T, = Tb.

The second part of the formalism specifies the composition
of the grammatical label derived from the application of a rule
under the above conditions:

II. a. C = C
IIb l Vc. # 0 requires that Tc. = Vci

ai
II. b. 2a. V = Vx. = 0c. requires that Tc. r. T , otherwise

a a a xi
II. b. 2b. V = V = 0c. x. requires that Tc. = T 0. ,i)

1 1 i

2. 1. 1. 3. 2. 3 E.ala,nation of the Formalism. The net
result of these conventions can be roughly summarized in plain
English as follows:

4

1) When any digit other than "0" or "9" appears in a
suffix-variable position of a grammar rule component,
on the left of the rewrite sign, a match is required
between that digit and the corresponding digit of the
appro-priate candidate node label.

C

11



2) When the digit ."9t is used-in a Stiff* vaiiable-pOsition
cif a grairunar rule. 0tintip-ditient the left of the-

_rewrite gnu then no thatching at all. IS- required in
that positicd.

3) When the digit "0" is used in corresponding suffix
variable locations in BOTH grammar rule components
on the left of the rewrite sign; then the corresponding
two digits in the candidate nodes must be identical:
otherwise the effect of a variable suffix "0" is the
same as that of a "9".

4) When the digit "0" is used as a suffix variable in the
output component of a grammar rule'(i.e. , on the
right of the rewrite sign), then it indicates that suffix
information is to be carried -Upward from either or
both of the candidate nodes to the new parent node;
the location(s) of one or more zeros, in suffix positions
to the left of the rewrite sign, indicate where the
information carried upward is to be taken from. The
existence of "0" in a suffix position of the'output
component of a rule always requires that there be at
least one "0" in a suffix position on the left of the
rewrite sign of the ;same rule.

-2.1.1.3.2.4 Examples. To illustrate the usefulness and
clarify the mechanics of these conventions, let us consider two
hypothetical cases.

Suppose we need to write a rule covering the government of
a noun 00-1-) by a preposition (025-) . It will be necessary to
determine that the noun is of the prOper case. This could be
accomplished by writing a series of rules, one for each case,
genderzlz and number situation,--this was,, in fact, required before
the algorithm: wa:k modified.; put, .ifme the -first suffix
variable with_nounecto,7represent gender and number, and the



second.Wrepre-sent case,- and allow the second suffix variable
tor-Prepbsition-s to -represent ease, thena_single rule:

. 02590 + 0911)-0-7-!,;*4 ono, Suffices" for- all_ .instances.. Assuming
that a-neighboring pair Of nodes with labels 02563 and -00,173 are
encountered, we can test the applicability of the above rule and,
if applicable, determine the composition of the new parent node
by referring to the formalism- given on page-19. To make this
easier, the components of the rule and of the node labels can be-
segmented and juxtaposed:

GRAMMAR RULE: 025-9-0 001-0-0 037-0-0
*-

NODE LABELS: 025-6-3 001-7-3 037-7-3

Referring to rule I. of the formalism, we test whether the
major grammatical tags in the rule are identical with those of
the node labels; since they are, we go on to rule I.a., which is
seen to be inapplicable. Rule Lb. applies for i = 2, requiring
that the second suffix variables of the node labels be identical;
thiS is seen to be the case (both are "3"). This last test amounts
to a test for "agreement" between the case specification of the
preposition and that or the noun; at this point, since no more
test conditions are listed, the rule is found to be applicable.

To determine the composition of the resultant parent node,
we refer. first to rule IL a. of the formalism; this enables us to
obtain 037- As the major grammatical tag of the parent node-.
Rule II. b. 1. is seen to be inapplicable. Rule II. b. 2a. applies
for x = b and i = 1, enabling us to fill out the resultant label to
0-377- Rule II. baa .also applies for i = 2 and x =(a or b),
enabling us to determine the final digit of the resultant label,
giving 03773.as--the final result. Rule II. b. 2b. is not consulted,

1.since the task is-Already complete.
......-,-,,,..-

lt. rniy t,ie ofinte reSitO_I&) reader to note that it has not
.been" -4.-, --t_4000 4-0.4-0- .yet-to-.include, in- the C-1'
-ge*:#.***i ft# 41; -01,0t:ot: 10.0:0 that wood require the
4,,, 1#0.00:,-0 --.45' elorni-41iiiiii -:tliiO4t.tie has

7-000.40.404.k OP.#-',0#1. rkvii-AgOitt#1 four- reasons of
tO. ra- in -Sp4i.ri" eCatiSle-it seemed inadvisable to

'e-!--ts re -4, E714W-04 :: ' , :

AT:7-

;4: 4
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were -the- noun in .the--above example
nod Of-theilrOPeir cafried-the-labek.00176) ,- then
the rtzle-eOadIiot have been appliedbecause of the-. condition
expressed by rule I. b. of the formalism. ObserVe also. that the
-firSt ::sUffik variable in the piepositio-n'S label e. , "6") is
ignored-altogether- because of the "9" in the corresponding position
in the grammar rule. Similarly, the gender-number suffix
variable in the noun's label (1. e. "7") is not considered in
testing the appliCability Of the ruler the reason for this is given

of the notes. on page20.
Let us consider one more illustrative example of the

mechanics Of the modified algorithm. Suppose we have a
grammar rule: 01205 + 11604 =-4 06313, and'a neighboring
Pair of nodes in the developing tree structure with.labels:
01265, 11664. Rule I. of the formalism is satisfied. Rule I. a.
holds for 1=2 and also for x =b, 1=2; in both cases, it is
satisfied. Rule I. b. holds for 1=1, and it, too, is satisfied. The
rule is therefore said to be applicable to the candidate-pair.
Rule Ilea. tells us that the resultant parent node label will begin
063-: Rule IL b.1 applies for 1=1 and also for 1=2, yielding a
final resulting node label 06313. In this instance, "agreement"
was required between the candidate node labels in the first
.suffix position only; no suffix information is carried upward to
the parent node label.

2. 1. 1. 3. 2. 5 Remarks. As complex. as the formalism,
the informal explanation, and the examples may make this
modification to the algorithm appear, in practice it becomes
simple in the extreme; and its adoption has resulted in a
grammar that is both greatly reduced in size and considerably
more elegant than it could otherwise be. A beneficial side effect
olthis technique has been to greatly enhance the mnemonic value
of individual grarnniar rules, which eases the interpretation

23



-01:'0*.OVIMenta _reSUlts:10r- the'reSearch linguists. This is due to
thecsiinilaritt:betWee*the, Yt-cfOrMatc_of labels and
the,faMili*r.**Tv-pliffix*t4Ctzre of inflected Russiark.forms, a Li

sirrilIarityjhat has been. :heavily exploited in the assignment of
gr41****110_618'i

[1
. itelatint thiS--modification.of the algorithm to the flowchart
on sage 1-1:._the-stti;routines 'Corresponding to -rule I of the
forMalisrashOuld be included in box (26), while those corresponding
to rule _II 'belong to box (28)

One rather different approach to dealing with the problem of
inefficiency inherent in context-free phrase-structure grammar
rules is known to the authors. 1. Briefly, it involves the use of
grammatical variables whose status is tested against stored tables
of conditions which are chained together in a highly flexible manner.
We have not adopted this interesting technique, because its imple-
mentation would tax the memory capacity of the hardware system
at our disposal, and also because it seemed preferable for our
purposes to express the entire significance of each grammar rule
in a single formulathis enhances the mnemonic value of the rules
and imposes a somewhat tighter structure on the grammar itself..

2.1.1.4 Input/Output Conventions

2.1.1.4.1 Grammar Rules, Input and Output. The rules of
the grammar are punched, one rule per card, on standard 80-column
data cards. Each component of a rule is punched as a 5-digit decimal
number, with preceding zeros where required. The resulting 15
digits occupy columns 7 through 21 of the card, the remainder of
the card being irrelevant (i.e. , it is ignored by the input subprogram).
The grammar rule 03165 + 12102,-41.00321 would be punched
013651210200321, beginning in colturin 7-of the grammar rule card.

11
This -is. due-to Martin Kay .of the RAND Corp: -Econornical

scheme? haVe been developed,_ also at wow, for categorial and
dependency granitriarS, biat tyeeto, &at with a rather -distinat set of
problams And are not :releflant- tO this discussion. _-The,,system.
p.rop9ood.1* a. H. .4.04-o:40.4..(iit"'Gerlerative Grunt/la/0, Without
Transformational Defense of .PhraseStrOdtitre"',
Lab:kit-ago', .0740)7 very girnila,r,to_ a VSPG as described

--heWoe.e,4t-A10-:(1), t ovt:Olidiacolitinuotts structures, and
0111410`04ti.matia4,-itariato0.4re not .ordiared.-

r
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Li
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-tad-carCU ao-ntaitlitig the graMmar rules are assembled
intO.-a,'.deck-iiihkh it in ntittietical aisteigUng order.

-In the oidotiogi -Onlythe-majdr grammatical category tags of
the .first two components are considered; these are treated as
thotigh they formed a tingle continous number from the left.
For pratPodet of ordering the rule deck, therefore, the card
Containing the sample 'rule -above would have a value of 013121.
Consequently, it would: appear nearer the top of the deck than a
card bearing the rule 02513 + 16299 16100 (whose "ordering
value" is 025162).

A special card is placed on the bottom of the deck as a
signal to the input subroutine that it has finished its task. When
this card is read, input operations terminate and a special
subroutine is called which performs two functions: (1) it ascertains
that there are no errors in ordering of the rules, and (2) it marks
the boundaries of "families" of grammar rules by converting the
leftmost component of the last-received rule of each family from
a positive to the corresponding negative integer (see examples
in Appendix D.

It is well known that, for lists longer than a fairly small
threshold size, search operations can be most efficiently
accomplished by the binary search technique. This technique
requires that the list to be searched be numerically ordered
it is for this reason that the grammar rule deck is ordered in
the -fashion 'described above. (Box (25) of the flow diagram on
page 10 indicates the place of the binary grammar search in the
paiSink algorithm. ) Because of the method of ordering the
giammar ruleerk it is peSisible=that several rules will have the
same. "ordering value"; such a group of rules constitutes a
"family" of rules (within which the ordering is entirely arbitrary).
It will be noted -that a_grciup of rules constituting a family share
the- property that if, in a given instance,_ any one of them satisfies
riiie I. Of the formalism (page. 39) all of them will satisfy it.

25:



For this reisonz. rules- ar-e,,checiced for applicability in .family
gioupit (See boX-,(26:)::-_of-the Parsing:flo* diagram,, page, 11). -The
purpose Of -the- binary search,: then, Is to locate appropriate
families- of:rule,s

Since the ordering of ru3es within a family is arbitrary, a .

simple procedure is required which will guarantee that none of
its members is overlooked in testing. In other words, it is
necessary to be able to identify the'boundaries of family groups
in the rule list. By marking these boundaries in the manner
described above, this is accomplished with an irreducibly minimal
expenditure of running time.

The grammar rule list is output via the line printer in the
form shown in Appendix D.

2.1.1.4.2 Sentence Input and Output. Sentences to be parsed
are keypunched, one "word" per card, on standard 80-column data
cards. Columns I through 24 of the card contain an alphanumeric
transliteration of the Russian "word" (see Progress Report No. 6,
page A-14). Columns 25 and 26 contain a two-digit decimal number,
with preceding zero where necessary, specifying the number of
distinct grammatical labels assigned the input item; this number
may range from 01 through 20 (it corresponds to the subscript h
in box (3) of the input flow diagram). Column 27 is left blank.
The remaining columns, from 28 through 72, in fields of 5 columns,
contain up to nine distinct grammatical labels. If the. "word" has
been assigned more than 9 such labels, the remainder are punched
on a second card, in fields of 5 columns, from column 7 through
column 6L A typical input "word" card appears as follows:

ti



FORMAT:

CONTENTS:

COLUMN:

transliteration

"*.aram,..04°."1424%raOIN
PAR=

1

nurnber
of 1st 2nd

labelt label label
5th

label
1 / 1

05 0012200123001260014100144

25 213 33 3
I

8 4
1
3

1
48 52.

An input "word" need not necessarily correspond, it must
be pointed Out, to an ordinary Russian text word, as-in the above
example. We have defined the notion "input word" to include
anything which (1) can be determined by purely mechanical means
froni the Russian text, and (2) is most conveniently handled in
the grammar as a separate entity. This definition has, in the
course of our research, included such things as ordinary text
words, punctuation marks (comma, period, dash), initials and names
( "USA ", "N" "S ", Khrushchev, etc. ) , and artificial elements
("sentence-begin", "comma-follower", etc.) such as are discussed
in section 2.1.2 of this report.

The individual input cards for a sentence are assembled into
a sentence input deck in natural text order. A special "end-of-input"
card is added to this deck PI' trigger the transfer from the input
subroutine to the parsing algorithm proper (see' box (4) of the
input flow diagram). As each input card is read into the computer,
the grammatical labels it contains are arranged (as shown in
diagram 2.1.1.2.2'4 in the initial parsing array. At the same
time, the input items are numbered and priated via- the line printer
in the form shown in Appendix B.. The alphanumeric transliterations
are also stored where they can be later, recalled for use in printing

. out the results of the parsing operations. Needless to say, these
transliterati9ns play no part whatsoever in the parsing proceduresplay
they merely represent data upon which kdictionary-search subprogram

. . . . _

Might,act _in Okeratlonal-enviromp.ent,. and they serve to render
0 --0 01-e-tin'13 -output. More readable,



4.-3- Output pt. Parsing Results. Several kinds of
displays of parsing,results can a selected by means of toggle-
.51.witc-fitettings: PneOlthete4S,-aline. printer display of the

;parsing -ar=ray aixprepared:bir-the input subprogram
. . - - _(4iavon Appendix B pa-ges i3,2:.and. B-3, Shows,.

a line printer- display of the final parsing array after the parsing
algorithntt.has terminated: It is from this final parsing array,
along with the stored alphanumeric transcriptions of the input
text, that the remaining displays are derived.

Appendix B shows a sample of a line printer display which
depitts a tree structure derived from the input. For each non-
terminal node in the tree, the parsing array row number and the
grammatical label are printed at the left; at the right, the row
numbers, labels., and corresponding. substrings of the daughter
nodes are given. To illustrate, the following tree, labeled "A",
would_be represented as in diagram "B" below:

E E F T1

F / Tz

H I K G T3
I I

T1 T2 T3 T4 T4

F H T1

T2

G J T

(A.)

3

K T4 cl I

1_1

(B)

It is also possible to obtain a line printer display-of well-
fOrMed deriVed from-the input. Normally, the subroutine

out.in- succession all well-formed
sUbetriiigir.- of progressively increasing length, beginning with two-

, 5-

wordfphistiea. and. exhausting all entires in. the parsing array. By
appropriate' ri commands, selective displays
can- be, genOated on the piiiise Iengiii,''or phrase label or both.
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U
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2.1.2 The Vector-Symbol Phrase Grammar

The grammatical labels are given in Appendix A. They
represent both the basic grammar codes (the results of the
pseudo-dictionary lookup), as well as the higher-level labels
assigned as the result of applying the rules to the basic grammar
codes (e. g. , participial phrase, sentence, etc. ) . The same
labels in many cases may refer either to basic grammar codes
or to higher level constructs (e. g. , a noun by itself may constitute
a noun phrase) .

The variables, A and B, as shown on the first page of
Appendix A, are used to indicate number/gender/person or case.
The values foir each of the digits which may be used in the
variable positions are given (recalling that 9 and 0 are special
symbols used in the rules, but never assigned as grammatical
labels) . The subscripts "a" and "g" indicate whether the
variable illustrates a government or agreement relationship.

The method of dealing with so-called "homographs" within
this system cannot be stressed enough. Hornographs are marked
by more than one grammar code, the maximum number of codes
being twenty. From the codes provided, it can be seen that some
morphological types which very regularly take on a number of
different syntactic functions are no less homographs for the
purposes of this grammar than are many "accidental" homographs.
Thus, for example, "cea " (third singular past. of "sit" and
genitive plural of "village") is not more a homograph (indeed
less so) than ItHoso2 " (feminine genitive, dative, instrumental
and prepositional of "new") . These alternatives can either be
incorporated into viable structures accounting for the entire
sentence or they cannot; if more than one of the grammar codes
can be incorporated (or the same code incorporated in more than
one significantly different way), the sentence is grammatically
ambiguous; if only one of the grammar codes of a given word
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may be employed in a construct leading to a sentence derivation,
its homography may be said to have been resolved. Homographs
are thus not to be looked upon as "special cases", but limply
as the normal material upon which the parsing algorithm operates.

Of course, it is always possible to reduce the number of
alternate grammar codes at the cost of increasing the number of
rules. Thus, for example, each unique combination of grammar
codes assignable to some class of Russian words (including classes
of only one member) could be given a unique grammar code.
This would, however, greatly reduce the generality of the grammar
and make grammar writing a prodigious task. No attempt has
therefore been made to "telescope" the entries having multiple
grammar codes except in a few cases.

The grammar codes given herein are not complete nor
even necessarily definitive insofar as they go. They do not,
for example, account for some cases of dual government (e.g. ,

a Short form passive participle taking two instrumental objects)
nor are nouns taking nominal complements other than genitive
considered. The grammar codes thus far created are adequate
for the coding of the vast majority of the Russian sentences we
encounter. One of the major advantages of such a system is the
ability to create new grammar codes pro re nata and immediately
incorporate them in rules in the grammar.

The Rules

Appendix D gives the 318 rules currently in use. They are,
generally, quite readily interpretable though some patience may
be required.

A few matters, however, deserve further attention. In
general, a sentence is recognized as: sentence begin symbol,
legal sentence tree, sentence terminating symbol. Of course,
since the algorithm is binary, the recognition of these components
must be done in two steps. The reason for incorporating a symbol

30
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to indicate the beginhing of a sentence is that some Russian
structures occur only at the beginning of sentences or after commas
(e. g. , gerund clauses). If the beginning of the sentence were not
indicated, the rules would have to be formulated in such a way as
to accept such structures whether or not they were preceded by
a symbol indicating their left boundary (since they might occur
sentence initial) which could lead to undesirable results.

In connection with this, another problem arisesthat of the
dual functioning of Russian punctuation. There are ,many Russian
constructions which are obligatorily marked as to their beginning
and ending (e.g., gerund and relative clauses) Unfortunately,
one mark of punctuation may serve to both end one construction
and initiate another or to end two such constructions simultaneously.
Consider, for example, a relative clause occurring at the end of
a sentence and obligatorily surrounded by punctuation indicating
its beginning and end. 'In this case, however, the period that
marks the end of the relative clause also marks the end of the
sentence.

Several alternatives come to mind for the solution of such
difficulties; three will be discussed below.

First, the rules may be so formulated as to accept such
structures whether they are preceded and/or followed by overt
boundary markers or not. Thus, boundary markers serving to
delimit two or more structures simultaneously could unambiguously
be assigned to one or the other in the course of a sentence
derivation (caution must, of course, be exercised in framing
the rules to insure that multiple syntactic interpretations hinging
solely on which structures the multi-functioning boundary markers
are assigned to, are not derived).

An immediate objection to such expedient is that there is
no way of knowing in advance whether, under certain specified
circumstances, ignoring a boundary marker (which is the effect
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of framing the rules in this manner) will result in multiple
analyses, some of which could have been avoided by taking the
boundary indicator in question into consideration. In an early
version of the grammar, this,. in fact, occurred when an incorrect
derivation was assigned to one of the test sentences as a result
of ignoring a comma ending a relative clause.

In general, it is undesirable for a parsing grammar to rely
on the non-occurrence of certain (presumably) ill-formed strings.
Aside from weakening the grarnmarss ability to recognize ill-formed
input, presumptions about ill- formedneas are often ill-conceived,
since rarely are all the ramifications of such a decision apparent
from the outset.

Alternative 2 requires the inputting of a "dummy" word
following each potential boundary marker. This dummy element
receives the same grammatical classification as the potential
marker (and thus, of course, is a potential boundary marker
itself) . Rules are included for combining dummy elements and
boundary markers to produce a single boundary indicator to handle
those cases in which such elements (e.g. , comma, period) do not
serve multiple functions.

This option was, in fact, exercised for a while with generally
gratifying results. It is easy enough to see, however, that when
the number of structures obligatorily initiated or concluded by a
single mark of punctuation reaches three, the technique is
inadequate and would have to be augmented by the method to be
described subsequently (i. e. , that of "carrying up" grammatical
information to higher level structures) . While few sentences having
punctuation serving the functions described have been encountered,
they must nevertheless be taken into account. The technique was
therefore abandoned for the one described below.

The third alternative is to formulate the rules in such a way
that information about the termination of lower level structures
is carried upward to be used in determining whether the same
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1:4-bundary marker may also indicate the termination of a higher
level structure.

Consider the parsing for the sentence illustrated on pages
C-22 and C-23 in Appendix C. The sentences ends with a participial
phrase which requires a mark of punctuation to terminate it. In
this case, the period terminates both the participial.phrase and the
sentence. As can be seen from the tree structure, the sentence
end information was carried up to the noun phrase object, the
verb phrase, and ultimately the sentence. This solution, though
altogether adequate and now functioning reasonably reliably, is
not so elegant as one might wish, since it requires the creation
of nodes for both sentence terminating and non-sentence terminating
noun phrases, verb phrases, etc. The problem can be solved in
a general and somewhat simpler way by increasing the number of
variables or by allowing context sensitive rules. In is anticipated
that in some of our future experiments either or both of these
possibilities will be explored.
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3. CONCLUSIONS

Our primary concern has been the creation of a formalized
sentence analysis system capable of describing Russian sentences
adequately for machine translation, information retrieval, and
related data professing operations. Our initial experiments were
based upon a binary, context-free, phrase-structure grammar,
chosen because of the simplicity of the companion algorithm and
of the form of the grammar itself. We did not, of course, believe
that such a system would be adequate to our main task; rather,
we felt it would be useful to explore its weaknesses in some detail
as a preliminary to the design of a more suitable system. These
weaknesses are much discussed in the literature from a general
linguistic point of view. Our exploratory study was undertaken
to develop empirical results that would help to sharpen the
relevance of such general discussions for our own rather limited
data processing applications.

The two most serious deficiencies we encountered were,
predictably, the multiplicity of grammar rules required to account
for agreement and government situations, and the proliferation of
trivially different structural descriptions assigned to even simple
input strings. Both of these problems might be dealt with up to
a pointat least for our purposesby allowing the grammar to grow
to the very limits' of practicality. But a solution of this kind is
not only uninteresting, it is quite hopeless as well, in view of
the burden it places on the research grammarian and the computer's
internal storage capacity.

To overcome these difficulties, the vector-symbol phrase
grammar, with node suppression, was designed and incorporated
in the parsing system. The "abbreviative" conventions for
collapsing large sets of PS rules into small sets of VS rules have
made it possible to undertake seriously the writing of a phrase
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grammar for written Russian suitable for our data processing
applications. In our opinion, the practical potential of this type
of grammarwhose appeal lies in its basic simplicity and in the
straightforwardness of its implementationhas not been sufficiently
explored or exploited. The rapidity with which it has been possible
to develop the grammar described in this report is felt to be one
justification of this position. The grammar is far from "complete",
except as measured against most other operating formal grammars
for Russian text; it does, however, deal in a general fashion with
a broad range of Russian sentence types, and no major intrinsic
impediments to its continued evolution have been encountered.

Appendix B gives computer output of parsings for two sample
sentences. The English has been typed on the examples to assist
those unfamiliar with Russian in following the parsing. The
parsing list is provided as well as the equivalent of a tree diagram
for each sentence.

Appendix C gives sample sentences and their parsings,
illustrating a variety of Russian sentence types. For convenience,
the trees have been redrawn from the computer output. Interpre-
tations for the labels on the nodes may be found in Appendix A.
Interested readers can refer to the rules in Appendix D to see
the way in which they were applied to the sample sentences.
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GRAMMATICAL LABELS/

Signif-* icatice'Of a.r*.;ables

NuMbOlgender or person

I.. Masculine
2-.
3. Neuter-

. 4. Plural
5. First person slengula,r
6. Second person. singular
7. First person plural
8. Second person plural

B. Case

1. Nominative
2. Genitive
3. Dative
4. Accusative
5. Instrumental
6. Prepositional
7, Accusative animate

Subscripts

a. Agreement
g. Government

We are indebted to Warren Joseph Plathis Harvard doctoral thesis
for several.of, our syntactic classes. (Mathematic Linguistics and
Autornatic 7.'ranslation Report No. NSF,-12 to the National Science
FOundation, Anthony G. Oettinger, Principal Investigator, Cambridge,
Massachusetts, June, 1963.3



0 0244,13g

2) 0tri:Ai8
3) -012Aa8

4) --022A Ba .g
5) 032.A Ba- g,
6) :042AaBg

7) -052AaBg

8) 062ABg
9) 072A F.a g

10) 082AaBg

ii) 092AaBg

12) 102AaBg

13) 112AaBg

14) 122A.aBg

15) 132AaBg

16) 142AaBa

17) 152AaBg

Values for variable:

PlitDICATIVES

transitive, personal
Verb phrase with object
Finite;: intransitive, perSonal
Impersonal
Short form adjeative
Future form. of BYT* (to be)
Past form. of BYT* (to be) .

Short form comparative adjective
Short form participle
Short form, infinitive government
Verb phrase with a period
Past participle with nominal clause subject
Impersonal verb with infinitive subject
Personal verb pith nominal clause direct object
Personal verb with infinitive direct object
Personal veib with dative object and object

in another case (as specified by the variable)
Model auxiliary

NOMINALS

4th octal digit
5th octal digit

1) 001AaBa

2) 021A Ba a
3) 031AaBa
4) 051-A Ba a
5) 061AaBa

,6) 0068Ba
-00674

Number/gender or person
Case

Noun taking adjectives and a genitive
nominal complement

Surname
Title (e.g. , GENERAL)

Coordinated, noun phrase
"SPITO" (as nominal)
Cooidinated conjunction plus nominal
Name 'of month in genitive singular

77,4 (zI



071AaBi

091Aa a

1) 0048Bg.

2) 00488

3) 004BgBg-

411

1) 00588

2) 0058.Bg

3) 004BgBg
4) 00578

Unmodifiable nominal (e.g. , pronouns)

NOun, phrase with a period

INFDTITrvEs

Infinitive taking one object
Infinitive phrase with object(s) (or intransitive)
Infinitive taking tWo objects

GERUND

Gerund phrase with object(s) (or intransitive)
Gerund taking one object
Gerund taking two objects
Gerund phrase plus comma

ADVERBS AND SPECIAL WORDS, PHRASES

1) 00711

'2) 00712
3), 0063AaBa
4) 00777

5.) 01711

6) 01811

7) 00733,

Adverb of manner
Adverb of time
Relative pronoun
Subjunctive particle "BY"
Single capitalized Cyrillic character
Capital-ized character plus period
Negative "NET"



4088Bg
2) ,918813a-

3) 01888
4) 0288Ba

5) 0788Ba

1) 063AaBa
2) 064Aa8

3)

4)

5)

6)

1)

2)

3)

4)

51

6)

7)

8)

9)

10)

11)

12)

13)

14)

074Aa8
065Aa8
063Aa8
084Aa8

00611

00621

00631

00641

00651

00661

0068Ba

00753

00715

0077Ba

00716
00722

00723

041A Ba a

PREPOSITIONAL PHRASES

Preposition,.
Prepositional phrase

+ prepositional phrase
Prepositional phrase + period
Prepositional phrase + dash

RELATIVE CLAUSES

Relative pronoun
Relative pronoun and verb phrase
(relative clauses)
Relative clause plus period
Relative clause plus comma
Comma plus relative clause plus comma
Comma plus relative clause plus period

PUNCTUATION

Comma
Coordinate conjunction
Period
Exclamation point
Sentence begin symbol

Coordinating conjunction (or comma)
plus noun phrase
"SHTO" (as conjunction)
Dash
Dash plus noun phrase
Dash plus nominative noun phrase
Left quote
Right quote
Left quote plus nominal

A-5
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1) 12345

2) 9988

3) 9987

4) 9888

5) 9887

6) 985Ba
7) 986B

g
8) 00854

. 9) 00855

10) 00753

..
CLAUSES AND SENTENCES

Sentence begin symbol + sentence + period
Regular sentence (subject Predicate )
period
Inverted sentence (predicate subject) +
period
Regular sentence (see 2)
Inverted sentence (sec 3)
Transitive verb (without object) + subject
Subject + transitive verb (without object)
"SHTO" clause plus period
Comma plus "SHTO" clause plus period
"SHTO" (introduces nominal clauses)

ADJECTIVES AND PARTICIPLES

Values for variables; as for nominals

1)

2)

3)

4)

5)

6)

7)

003AaBa
023AaBa
033AaBa
043AaBa
053A Ba a
073Aa.Ba

083AaBa

037AaBa
038AaBa
093AaBa
0965Ba

00672

00675

,...
rv,

Adjective
Participle,
Participle,
Participle,
Participle,
Participle,

genitive government
dative gove rninent
accusative government
instrumental government
accusative animate

Participle, intransitive or transitive
participle plus object
Unmodifiable adjective (e. g. , NA) ITT)

Comma 4, participial phrase
Comma + participial phrase + period
Comma + participial phrase + comma
Numeral requiring genitive plural nominal
Numeral less than 31 (combines with
months to form adverbials of time)

. "V'
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11.

1/
651

2) KRONE
882

3/ TOGO.
3/12 3732 7112

47 NAS
7147 7146

5/ VOZMUWALA
224 227

6) OSUWESTVL=EMA:
5321

77 PRAVITEL*STVOM
135

8) S)A
141 142 143 144

97 SISTEMA
121

101 PEREXVATA
112

11/
621

127 DE/IFROVANI=
132 141 144

13/ SEKRETNYX
342 34b 347

147 SOOBWENIJ
142

15/ SVOIX
3742 3746 3747

161 SOOZNIKOV
142 147

17/
631

END OF SENTENCE

145 146

PAIRS = 506 RULES TESTED = 443
LEFT MATCHES = 275 FULL MATCHES = 155
HIGHEST STRUCTURE r. 99. / 1) / 12345

t4PiVrStffMliaMOINaogwosgiagszslasttawoarsvmswravw.4opsailorsm...p.trrrz.t7r

B-2

Besides

that

us

(Furthermore)

revolted

practices

(by) government

USA

System

(of) interception

and

decoding

(of) secret

messages

(of) its

NON-TERMINAL NODES = 66

.1M .4"
711"7411.4171f17;77;=741
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FINAL PARSING' LIST

1. 1 651 1 0
2. 2 882 2 0
3. 3 3712 3* 0
4. 3 k 3732 4 0
5. 3 7112 5 0
6. 4 7147 6 0
7. 4 7146 7 0
8. 5 224 8 0
9. 5 227 9 0

10. 6 5.321 10 0

11. 7 135 11 0
12. 8 141 12 0
13. 8 142 13 0
14. 8 143 14 0
15. 6 144 15 0

16. 8 145 16 0
17. 8 146 17 0
18. 9 121 18 0
19. 10 112 19 0

20. 11 621 20 0
21. 12 132 21 0
22. 12 141 22 0
23. 12 144 23 0
24, 13 342 24 0
25. 13 346 25 0
26. 13 347 26 0
27. 14 142 27 0
28. 15 3742 28 0
29. 15 3746 29 0
30. 15 3747 30 0
31. 16 142 31 0
32. 16 147 32 0
33. 17 631 33 0
34. 2 1882 2 5
35. 4 228 6- 9
36. 6 8321 10 11
37. 7 135 11 13.
38. 9 121 18 19
39. 11 682 20 21
40. 11 681 20 22
41. 11 684 20 23
42. 13. 142 24 27
43. 15 7142 28 31
44. 15 7147 30 32
45. 1 1888 1 34
46. 6 8321 10 37
47. 10 5142 19 39
48. 12 132 21 42
49. 12 141 22 42
50. 12 144 23 42
51. 14 142 27 43
52. 9 121 18 47
53. 11 682 20 48
54. 11 681 20 49
55. 11 684 20 50
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56. 13 142 24
57. 9 5141 38 40
58. 6 121 46 18
59. 5 9854 8 58
60. 5 9857 9 58
61. 10 5142 19 53
62. 12 132 21 56
63. 12 141 22 56
64. 12 144 23 56
65. 6 121 46 38
66, 5 9854 8 65
67. .5 9857 9 ,65,
68. 9 121 18 61
69. 11 682 20 62
70. 11 681 20 63
71, 11 684 20 64
72. 4 9858 35 58
73. 4 9887 35 58
74. 9 5141 38 54
75. 10 5142 19 69
76, 4 9858 35 65
77. 4 9887 35 65
78. 6 121 46 52
79, 6 5141 65 40
80. 5 9854 8 78
81. 5 9857 9 78
82. 9 121 18 75
83. 9 5141 38 70
84. 4 9858 35 78
85. 4 9887 35 78
86. 6 121 46 68
87. 6 5141 65 54
88. 5 9854 8 86
89. 5 9857 9 86
90. 4 9858 35 86
91, 4 9887 35 86
92. 6 121 46 82
93. 6 5141 65 70
94. 5 9854 8 92
95. 5 9857 9 92
96, 4 9858 35 92
97. 4 9887 35 92
98. 4 9987 97 33
99. 1 12345 45 98

13.4
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CONSTRUCT / LABEL

99. 12345

45 1888

7

iii

11011113111111114112111111"17- 45011131117;11516.3101.10

COmFONe TS / LABEL / PHRASE

45. 1888
KROME
TOGO

98. 9987 NAS
VOZMUWALA
OSUWESTVL=EMA:
PRAVITEL*STVOM
S)A
SISTEMA
PEREXVATA
I

DE)IFROVANI=
SEKRETNYX
SOOBWENIJ
SVOIX
SOOZNIKOV

34.

9987 97.

33.

r--71, -.1rirr77,477T
--'777.7,77,7:44,7",I iTry -ci1- ' ,(% ';'

1 .::;.-A het41"%t..-' 4 ,l''1, ; -.,,- --
f gr (P.) ,:f,...., ., r, lli;,i ,,,..,- " '': ,1' ' 0,;44eli.34.:--,, ::=41::i.: I4-4J7.'

651

1882 KROME
TOGO

9887 NAS
VOZMUWALA
OSUWESTVL=EMAL
PRAV ITEL*STVOM
S)A .

SISTEMA
PEREXVATA
I

DE)IFROVANI=
SEKRETNYX
SOO8WENIJ
SVOIX
SOOZNIKOV

631

Besides
that (Furthermo re)

us
revolted
practiced
(by) government
USA
System
(of) interception
and
decoding
(of) secret
messages
(of), its
allies.

Besides
that (Furthermore)

us
revolted
practiced
(by) government
USA
System
(of) interception
and
decoding
(of) secret
messages
(of) its
allies.
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1882

97. 9887

35. 228

92. 121

2.. 882 KROME

5. 7112 TOGO

35. 228 NAS
VOZMUWALA

92. 121 OSUWESTVL=EMA=
PRAVITEL*STVOM
S)A
SISTEMA
PEREXVATA

DE)IFROVANI=
SEKRETNYX
SOOBWENIJ
SVOIX
SOOZNIKOV

6, 7147 NAS

9. 227 VOZMUWALA

Besides

that

us
revolted

(Furthermoren

practiced
(by) government
USA
System
(of) interception
and
decoding
(of) secret
messages
(of) its
allies

US

revolted

46. 8321 OSUWESTVL=EMA= practiced
PRAVITEL*STVOM (by) government
S)A USA

82. 121 SISTEMA
PEREXVATA
I

DE)IFROVANI=
SEKRETNYX
SOOBWENIJ
SVOIX
SOOZNIKOV

System ,

(of) interception
and
decoding
(of) secret
messages
(of) its
allies

46, 8321 10. 5321 OSUWESTVL=EMA= practiced

82. 121

37, 135 PRAVITEL*STVOM (by) government
S)A USA

18. 121 SISTEMA
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System
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74,1;',117417-'

/7; c*,(7);,

1, Jo , *

I 11 `'
,

-;! - -

Li

Lri

Li



37. 135

75. 5142

69. 682

62; 132

56. 142

04.. 1

fr......4144,,n,
0,04

11[1,

_ :PeREAVAT-A

OE)I-Fg!VANI,:=
-SEKRETNYX
SOOBWENIJ.
SvOIX
SOOZNIKOV

11. 135

13. 142

19. 112

69. 682

20. 621

62, 132

21. 132

56.. 3:42

24. 342

51. 142

13-

ti

(of) iiitereeption.
and
decoding
(of) secret
messages
(of) its

PRAVITEL*STVOM (by) government

S)A

PEREXVATA

I

DE)IFROVANI=
SEKRETNYX
SOOBWENIJ
SVOIX
SOQZNIKOV

I

DE)IFROVANI=
SEKRETNYX
S008wENIJ
SVOIX
SOQZNIKOV

USA

(of) interception

and
decoding
(of) secret
messages
(of) its
allies

and

decoding
(of) secret
messages
(of) its
allies

DE) IFROV AN Pi decoding
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VES* . all
SOVETSKIJ Soviet

-NAROD people,

PROGRESIVNA= progressive
-OBWESTVENNOST* society
MIRA (of) world
clIMECAQT -.mark
50'LETIE 50th anniversary
GALETY (of) newspaper
((
PRAVDA "Pravda"
))

47. 651 1. 651

178. 9988
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BOEVOGO fighting
ORGANA organ
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KOMMUNISTICESKOJ (of) Communist
4ARTII Party
SOVETSKOGO (of) Soviet

SOLIZA Union.
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. (of) world
mark
50th annivertary-, n
(of) newspaper:, 11

BOEVOGO fighting
;ORGANA organ - .

CENTRAL *NOGO (of) Central

KOMITETA Committee
K0MMUNISTICESKOJ (ofrCommunist
PART!! Party
SOVETS.KOGO (of) Soviet

SOQZA Union .

. .

uPravdaH

NA)A
. PARTI=

VES*
SOVETSKIJ
NARA!)

PROGRESIVNAm:
OBWESTVENNOST*
MIRA

OTME(AQT
50'LETIE
GAZETY
((

PRAVDA
))
MIR

BOEVOGO
ORGANA
CENTRAL*NOGO
KOMITETA
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PARTII
SOVETSKOGO
SOQZA
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PART!:

VES*
SOVETSKIJ
NARO

our
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all
Soviet
people,

progressive
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(of) world

mark
50th anniversary
(of) new

"Pravda"
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--xy.

fighting
organ
(of) Central
Committee
(of) Communist
Party
(of) Soviet
Union

our
party,

all
Soviet
people,
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PROGRESI VNA= progressive
OBWESTVENNOST* society.
MIRA (of) world

OTME (-AV

50'LETIE-..
dAZETY-

PRAVDA
yI

ROE VOGO
ORGANA
CENTRAL*NOGO
KOMI TE-TA
KOMMUN I ST I (-ESKOJ
PART I I
SOVETSKOGO
SOQZA

mark

; 4
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50th anniversary-
(of) newspaper .

Pravdati_
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PART

VES*
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fighting
organ
(of) Central
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(of) Communist
Party
(of) Soviet
Union

our
party,

all
Soviet
people,

121 PROGgESI UNA= progressive
OBWESIVENN0sT.* society
MIRA (of) world
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) )
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OR GA NA
CENTRAL*NOGO

50th anniversary

(of) newspaper

IIPravdatt.

fighting
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