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A COMPUTER PROCECURE IS CESCRIBER FOR FARSING RUSSIAN
SENTENCES WITH A CONTEXT-FREE RECOGNITION GRA.MAR. THIS IS
THE FIRST FROJECT UNGER A FROGRAM FOR THE INVESTIGATION OF
SEVERAL ASFECTS OF NATURAL LANGUAGE DATA FROCESSING BY
FORMALIZEC METHOGCS TO DETERMINE THE USEFULNESS OF FORMALIZED
LINGUISTIC TECHNIGUES IN FRACTICAL LANGUAGE DATA FROCESSING
AFFLICATIONS. EVERY HYFOTHESIS WAS TESTED AS A RUMHING
COMFUTATIONAL FROCECURE CEFORE ACCEFTANCE AS A WORKING
FRINCIFLE. THE HARDWARE USED INCLUDEC A BUNKER-RAMO MODEL 135
(AN/V¥K-1) COMPUTER. THE FROGRAMING LANGUAGE WAS A VERSICN OF
FORTRAN IV. AN IMFORTANT CHANGE IN THE GRAMMAR AND ALGORITHM
OF THE SYSTEM HAS BEEN THE INTRCCUCTION OF “GRAMMATICAL
VARIABLES" AS COMFCNENTS OF GRAMMATICAL LABELS. THE TERM
“VECTOR-SYMBOL FHRASE CRAMMAR" IS USEC 7O CISTINGUISH IT FROM
THE MORE USUAL FHRASE "STRUCTURE GRAMMAR.” THE BASIC
ALGORITHM AND THE FORM AND FUNCTION OF THE SRAMMATICAL
VARIABLES ARE CISCUSSEC IN PETAIL. THE RESULTS INDICATE THAT
THE MODIFICATION OF THE "VECTOR-SYMBOL FHRASE GRAMMAR,® WITH
NODE SUFFRESSION, MAKES IT FOSSIELE TO UNDERTAKE WRITING A
FHRASE STRUCTUKE GRAMMAR FOR WRITTEN RUSSIAN SUITABLE FOR
DATA FROCESSING AFFLICATIONS. (Ki.)
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A computer ’procednre 13 described which performss bottom-

to-top, dxrect-subsntutian parsmg froma vector-symbol phrase
_graminar. The charaeteristics of the particular véstor-symbol

_ phrasé’ grammar developed under this research program are :
"describeéd. A grmmar of this type for Russian is presented

and the résults-of the application of the parsing procédure to

Russian sentences are discussed and illustrated. The procadure

embodxes a generahzed method for the recognition and elimination

of "t:r;z” a.lly' ambiguous" structures. Despite its implemestation

ona i‘élatively small computer, the procedurs operatss very

: efficiently.
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-1, INTRODUCTION

. In ;Iémtizi.‘ry of 1965, a pfog‘éﬁm._ﬁas‘srganized within the
Language Analysis and Translation Section of the Research
Laboratory of The Bunker-Ramio Corporation for the investigation
of §eéveral aspects of natural language data processing by formalized
methods: As originally conceived, this program was to embrace
a number of separatz but reiated projects, each devoted to a
different aspsct of the overall probiem. Eventuaily, the program
was tc involve sentence analysis and generation by various methods
based upon context-free, context-aensitive, free-rewrite, and
transformational linguistic systems.

The firs: project uader this pi;ogz‘am was dedicated to the
development of a context-free recognition grammaz for Russian.
Work on this project, which has already resulted ir 2 grazmmar
of impressive scope arnd power, is still in progress; and since
our interest in this project has to date precluded the development
of other projecis under this program, the remainder of this report
will be concerned almest exclusively with the technique that has .
been developed for parsing Russian sentences with a context-free
grammar, and with the grammar itself,

1.1 RESEARCH POLICY

Frora the very inception of this program, it has been our
policy to subject ourselves to the rigorous discipline of operational
demonstrability in all phases of the work in progress. Thatis to
say; every hypothesis concerning the organization of the
processing aigbrithms and the structure and context of the grammar
a8 been tested as a running computational procedure before
gaining full acceptancé 28 a working principle. This general
policy has been observed with respect to aii levels of detail of
the woirrk, from the broadest to the most specific—involving at

_ the lowest level the testing of individual grammar rules.
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The adqp_ticai of this policy required that a very short research
cyclé {design, test, evaluate) be maintained, in which the temporal
distance separating the linguistic research group from the computer
center is mininii_zed. Tlﬁi& latter goal has been achieved b}? sarryving

out the greater part of the project work in the compuier center,
the Iinéuéstic ;gége.,arch personnel performing all of the required

programming and equiprient operation tasks themselves {generally
during second and third shift periods). The uncommon luxury of
:such "hands~-on" working conditions has been made possibly by

the in-house availability «f a corporate-utility research computer
facility, Mauny of the features of the linguistic precessing system
deveioped under this project have been designe& specifically to
exploit this advantage to the fullest; in a batch-processing or
production environment much of the input/output and peripheral
utility programming would have taken on a markedly different

form.

-

1.2 'EHE;RESEARCH COMPUTER CENTER

1.2.1 Hardware

Another source of program desigxi constraints has been,
quite naturally, the hardware available in the computer facility.

-

This cunsists of the following:

o one Bunker-Ramo Model 130 (AN/UYK-1) computer;

this is an '8K, ¥5-bit, parallel binary, stored
micrologic machine with a basic read-generate
cycle time of 6 usec.

o 8K cells of difectly-addressable extended memory

o' one 120-character line printer {BR-282)
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o one magne’t—ic -tap‘e‘coﬁtroller {(BR-192) and
two transports (BR-~170) :

7o) ' oné inputlbutput controlier (BR- 143), with
associated typewriter, paper-tape reader
» and punch, and card reader

Many of the details of organization of the operating programs—

and even of the grammar-——have been chosen with thic hardware
system's limited memory and intermediate running speed {as a
result of the micrologic programming feature) in mind.

1.2.2 Software

A third influenc2 on the present form of the algorithm and
utility programs has been the availability of a version of the
FORTRAN 1V programming language in the computer center's
software library. The experimental nature of the projects to
be undertaken made it advisable to sacrifice the efficiency of
machine-language programming, at the outset, in favor of the
ease of programming and debugging with a procedure-oriented
language; while a symbol or string processing language (such
as COMIT) might have been preferable for this purpose; the
ready availability of FORTRAN, and the familiarity of the
research group with its use, combined to bring about its adoption
for the initial deveiopf;qent of the language data processing
algorithms and utility programs. As a consequence, some of
the characteristics of these algorithms derive ultimately from
their initial expression in an arithmetic-oriented programming
language. ’

Tke reader will find many of the details of the exposition
that foliows easier to understand it these three sources of design

limitations are taken into account.
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2. THE CONTEXT-FREE PARSING PROJECT

The prégiam- for the study of formalized language data
processging systems began with the project for the parsing of
Russian sentences with a context-free algorithm and grammar.
Several motives contributed to the decision tc initiate such a
project. One of the strongest of these was the academic interest,
on the part of some of the members of this department, in formal
linguistic systems. Another, related to this but of a more utilitarian
furn, was a desire toc determine the usefulness of formalized
techniques in practical language data processing applications
such as machine translation, information retrieval, etc. Moreover,
‘at the time of its inception, this project was reievant to departmental
contractual obligations.

The second of these motives deserves further elaboration.

There are several characteristics of formalized linguistic
procedures which seemed, at least superficially, to offer substantial
advaitages in practical language data processing operations. The
much discussed éeparation of grammar and algorithm is one such
characteristic which yrormised particular benefits for applications
systems subject to continuing modification through research.
Another apparent advantage of formalized linguistic procedures
which was of interest to the research group is the requirement

of formal "homogeneity' in the grammatical specifications (or
rules). A third such advantage is the relative simplicity of
programs embodying the basic processing algorithms. The
fundamental justification for our inception and continuation of

this research program has been the testing of these (and other)
apparent a&vantages for practical language data processing
applications; some conclusions concerning these togpics, derived
from the context-free parsing project, are presented later in this

report.
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2.1 THE (;IONTEX‘I’-FREE PARSING SYSTEM

From the beginning of this project to the time of this wfitir -

~ the overall context- free pa.rsmg system has been undergomg a

contmuous évolutiona r y .development. But fof a need to save
time, space, and the reader's pa,t1ence a h1stor1ca}. desr-rzptmn .
of the system would be the most natural kind of treatment, It
will be more practical, however, to write only a few words about
the system's humble beginnings and then to describe in limited
detzil its present state.

Originally, it was decided that t"e relatively simple and
efficient bdttom-to-top direct-substitution procedure, working
with bina,}'y phrase-structure rules, W;)}lld serve our needs very

-

well. The first task performed i.mlde.r this project was, accordingly, .

' the programming, in FORTRAN, of such an algorithm and

associated ihput/output subroutines. This first system was, in
all respects, rather primitive. - It provided for a grammar of
quite modest proportions {250 rules, each of anordered triple
of integers ranging from 000 toc 999) on which a crude sequential
search was perfqrméd during look-up operations. A very limited
kind of. output was provided. Input capacity was restricted to
short strings with a few grammar codes per item. Program flow
was relatively ineificient, and it tended to run slowly. These
deficiencies have since.been remedied, one by one; and an
efficient and quite powerful sentence analysis system has évolved
In the course of this development, significant changes. have

been made in the grammar and algonthm of the system. The

.most iraportant of these changes has heen the introduction of

grammatical variables as components of grammatical labels in

order to enhance the discriminatory power of the system. In his

latesf publl,cata.on on linguistic thecary1 Noam Chomsky argues,

See Aspects of the Theory of Syntax, M.I, T. Press,
Cambndge, 1965, pp. 67, 89, 90, 210, 211, and 215., For purposes
of cansisténcy, our use of the term "phrase structure! in this report
has bzen limited to accord with Chomsky s interpretation of it. -




_ in effect, thgg this vmodific‘a._tion removes the system from the class 0
of phrase-structure systems to the class of transformational I
s‘ystéin's. Chémsky's~‘~"'gument on this point is not entiiely
convmcmg, however, pa.rhcuiarly in view of the radical distinctions
between the formal properties of this system (and others like it}
and those of trausformatmnal systems as discussed in the rather
ample literature on the 'subject. Nevertheless, to avoid the

- possibie accus?.tion of abusing the term ''phrase-structure", the i
present system will be referred to as a vector-symbol phrase

grammarl system; this name is suggested by the modified form

[ w"}

the system's grammatical labels, whzch -consist of ordered

trxples of symbols. _
To simplify the presentation of the system’s details, a full

* Mg *
¢

discussion of the form and function of the grammatical variables
will be given after the operations of the basic (phrase-structure) g

parsing algorithm have been presented. It will then be shown in

precisely what fashion the grammatical variables restrict these
operations. This order of presentation is intended not only to

simplify matters for the reader but also to reflect the evolutionary .

historfr of the system itself. ’ l

———)

| e W
v

2.1.1 The Algorithm

2.1.1.1 Description

L

The étrtig:turé of the basic p‘a.rsing.‘algoi'ithmz 18 very sﬁnple',
vet difficult to describe clearly in plain English. For this reason,
the following brief verbal description is supplemented with a gross

—_

o T
emns

abbrev:.ated VSPG. .

Of the Kind known w1de1y as the ”Cocke algonthm" after
John Cocke of IBM, We are indebted to Martin Kay of the RAND
Corporation for most helpful d15¢uss:.ons and advice at the cutset
of : thls prOJect. S o
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- schematic flowchart on pages 10 and 11,

I ‘ This algonthm performs elementa.ry lzst-processmg opera.tlons
‘ on a group of four interrelated linear arrays representing the
i} developing tree siructure(s) assigned to -the, input string.' If these
"arrays are regarded as a single two«dimepsiona—l arrdy, then we
;] may say that each row of the 'array°represents single node of
one or more. .of the trees; the columas of the array specify, for
each row, .{1)_the position in the invut string, counting from left,
1} of the leftmosf terminal dominated by the node corresponding
to the row, (é) the grammatical label corresponding to the node,
; (3) the numiber of the row correspondmg to the left-hand daughter
_ of the node, (4) the number of the row corresponding to the
| i right-hand daughter of the node. A set of counters are maintained
|

as pomters durmg operations .on the rows, while the columns are
addressed by name. A compact table is kept of the row numbers
of the earliest and latest nodes dominating substrings of a’ given
length.
a As the algorithm runs, rows corresponding to progressively
longer well-formed substrings are added to the initial array.
g The procedure begins with attempts to combine, as left-hand
and right-hand daughters of a single node, rows dominating
i , substrings of length I (i.e., single. input items). ‘Such a
combination can be made if and only if the substrings dominated

by the daughter candidate rows are adjacent and the grammar

contains one or more rules providing for the combining of the
daughter-candiéate rows' grammatical labels. If both conditions
are met in 2 given instance, then a new row is added to the array
- , for each applicable grammar ruie. When all the possibilities for
ﬂ formmg substrmgs of length 2 (by combining substrings of length 1)
o are exhausted, a new series of attempts are made to form
. substrings of length 3 {combining, in both orders, substrings of
length 1 with substrings of length 2). Next, the formation of
substrings of length 4 is attempted-—requiring exhaustive testing




P of substrings of length 1 and 3, 2and 2, and 3 and 1. And sc
on, until no further combinations are possible. When this -

2 condition is fnet,

language for the Bunk=a

the latest row{s) entered in the basic array
will Tepresent the longest well-forined substrings in the input
string; if:all has gone well, the latest row(s) will correspond

’ to nodes domiﬁafing the entire input string and will carry the
grammatical labél “"Sentence!. The flowcharts and explanatory
notes, on the next three pagées, show the structure of the basic
algorithm in scme detail. '

This algorithm has recently been reprogrammed in machine

substantial gain in operating speed over that obtained with the
FORTRAN version. All input/output subroutines are &ill
expressed in FORTRAN, however, simply for the sake of
conveniencé of modification if and when the need arises.

2.1.1.2 Flowcharts of the Basic
B Parsing Algorithm

- | 2.1.1.2.1 Explanation of Symbols Used in Flowcharts

INW

i
GL,
i
LC.
i

RC,
. 1 :

B on Following Pages.. In the following basic system flowcharts,

the four parsing list arrays are referred to as follows:

position in the input string, counting from
the left, of the leftrest terminal dominated
by the node correspondu;g to row i

grammat1cal label of the node corresponding
to row i

row number of the left daughter of the

‘node corresponding to row i

row numbér of the right daughter of the
node corresponding to row i

-Ramo 130 computer, resulting in a very
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L A number of counters a.nd pomters (lower-case when
subscnpts} appaa e .

Al
Yl
\ ]

B - M ,»_;_ : e'oiznfer <'for-3items-fin the inpiit string -
SRR % SR, counter for; rows of the parsing list arrays
N ‘e (or,node s) : ‘

. o THERD , o counter for mput graurnatzcal labels.in
ST ”INPUT subprogram L

e - L.l - pointer for ez rliest- r1ght-hand daughter--
S T e candzdate

- - - -

pozntﬁf for mput grammatzca.l Iabels

— I,i‘ ; pomter for Ieft hand daughter-candxdates

‘ .
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J, 3 o pomter ;or nght-hand daughter ca.nd1dates

© - Other symbols are: : .. -

B e T e .
.
-

| .IGI.;i S fhe 1-th input gramat1ca1 label for a

"
v v .
» ‘]
1)

. glven input. item
- - PL . . .phrase length, the length of substrmgs
‘. B ' currently bemg formed

. . LSIZE the length of the left hand component of
R SRR the substring under test

: RSIZE ' the length of the: nght«hand component
-hai,  ofthe substrmg ‘ander test

- R (' -

f E : ' o ’LENGTH the length -of the substrmg dommated by
. s the node correspondmg torowi: -

N
st - R
-
\ |

2

\

e n "
-~
o -
C v L
5 B
"

'-f,-,al

.Li_,j, ,, Two ﬂo\# dlagrems are presented, the f1rst shows how the mput
4 ’ data‘f afre

mtza,llyf a.rranged in the parsmg arra.y. ; Box (3) of the

—ia

Z"‘""/w"r""" ""4-‘.4».« ./

,,,,,, dxagram descrxbeaz the:x entlre baszc parsmg

,u\: eq»* T

ommences when the mput opera.tzons are termmated,
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ZlL 3 Modi,figaéien of the Algorithm

- _t_ : As has been méntzcned substant:al modifications have been

dascn'b%d in thze aecf'xon. The fxrstg which restricts the strong ,
“genaratzve cagamty of the system, was motivated by the obverva.txon '
‘that a context-free. phrase-atmciare system whose grammar
contains labesle that are both left and right recursive will produce

' pz_‘_a.chqally irrelevant ambiguous stsuctural descriptions. The
second, andmore fundamental, of these modifications introdeced
ire‘e’tpr-i'yinbois into the 'gi'ammar as pkrase markers and required
a corresponding supplementation of the algorithm to manipulate
them. The first modification affected only the algorithm; the
second, since it has affected both grammar and algorithm, is
discussed below with fespect to its effects on.the parsing strategy
and in a liter section (2.1.2) with respect to its effects on the
grammar itself.

-

2.1.1.3.1 The Node Suppression Option. The first of these

special features, the node sggpression option, has been adopted
to dezl with the tendency of context-free parsing systems of the
present kind to derive trivially different stzuctural descriptions
for even relatively simple input strings under certain conditions.
This may occur only wher a particular grammatical label is both
left and right recursive in the grammar. 1 Let us consider four

- ways it which this 'condifi’on ma;} occur:

£

1. A Smgle recursxve rule of the form A + A — A makes
_the érammatzcal label A ‘both left and right recursive. Strings
of the form AF _é._ + .é_ ¥oos b A will be analyzed amblguously
w1th this- rule.

Tlus dzstusszon is limited in application to systems with
bi' grammars, space does not permit the development of the
y genera,hzed case. Specifically excluded from this discussion
is the case of the ambxgaous grammar (i.e. + @ grammar containing
. ymore than ione rule for rewriting a g;ven pair of canchdate labels)

N — e o e
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% . 2. The tworecursive rules (1) A+B— A, and ".~,
E ‘ (2) C+A—» & . make the label & left recurswe and right regursive '
- L » respec‘azvel»- Strings of the form C+C+C+ ... # C+Aa+B+ :
% - _B__ + §_ + .0 ¥ B will beanalyzed amb;guousl-y with these two rules. ' .

I ‘
4 4

. the combination of a recursive rule and a cycle of rules (of indefinite
length). For example, the three rules (3) A + B A, |
(4) C+A-» B,and{5) X X+ Y- C will provide ambiguous :
ana}yses for strings of the form A + X + Y+A+X+Y+...... +A.

e uemew  ammas

E L " - 3, Theleft and right recursive condition may derive from ' .

‘! v ’
o

Ir tais case, the label A is left recursive by virtue of the cycle
consisting of rules (3) and (4).

' 4. A set of non-recursive rules may fulfill the left and . £
right recursive condition through cycles. For example, the non- :
recqrsgve rules (6) B+ C— A, {(7) A+X-» B, {8) Y+A» C
provide the label A with both left and right recursiveness through
two cycles consisting of the rules {6) and (7), and (6) and (8).

In this case, strings of the form A+ X+ Y+A+X+Y+... +A
-will be ambiguously analyzed by the given rules.

= o

o e

E Other sets of cqnditiqns are possible, of course, hut these four
examples are sufficiently varied to facilitate a brief discussion

. which can easily be generahzed In our present operations,

E - ambxguous strﬁctural descrzptxons resultmg from.conditions such

-, as those: m 1., 2., and 3., -above are considered trivially chfferent.

. o More speczfxcaliy. alternative structures resultmg from the

.

apphcatlon to a given string of the same set of rules, butina '
U d:fferent ordera are consxdered trw:ally different only when the
label dommatmg the strmg is both left and right recursive in the
apgheé rule set and i8 zecursive in a recursive rule in the applied

rule 'se e
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In 4, ‘above, it will be seen that these condiﬁions are not
met inasmuch as the rules given are all non-recursive. ! It is
an emp1r1ca11y based Judgment of ours that alterna.twe structural
descnptxons occurring under these conditions are potentizlly more
interesting for purposes of gra.mmatzcal research than those

. covered by the formulation in the precedmg paragraph. There is

a formal correlative to this judgment which ie illustrated by the
contrast between sxtuatzons 3. and 4. above. Note that, in both
cases; the sample string for which alternative descriptions are
provided by the rules is the same, namely A+ X+ Y +...+.4, etc.
This string type may be described as a repetition of the recursive
label with a fixed substring interposed between the repetitions.
Now, in 3., the fixed interposed substring (i.e., X +Y) is
reducible by ii;self to a single structure {i.e., C). . This same
substring in 4. , however, is not reduéible to ai single structure
and consequently its relationship with the recursive label will be
more complicated and, quite possibly, more interesting,

Practical considerations have forced the adoption of some
means to keep these trivially different alternative structures
out of the parsing lists. On the one hand, their explosive
combinatorial growth as a function of string length is disastrous
for both available memory space and program running time; on
the other, they result in the production of reams of uninformative
pPrintout and would constitute a2 serious obstacle to grammatical
research.

Several solutlons to this kind of problem are ‘available, It
could be solved by ehmmatmg recursive labels from the grammar
altogether, or b.y eliminating all labels which are both right and
left ,reg‘ufsivé from tl;e grammar. We regard these solutions as

: ign the preswmt gramrhar, there are no labels which are both

left and right recursive solely by virtue of cycles of non-recursive .

rules.
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both pr'a.cti;:a.lly and theoretically undesiratle, because the former

.
g
.
.
, ‘
.b\.'

solution, by eliminating recursiveness altogether,. leaves 2 grammar

R A

JERD.

of finite ,g_energtive capacity, while the latter would require the
addition to the grammar of a great many rules to rnaintain its weak
.generative: capa‘.c'i'tf.' Another kind of. solution would involve the

S
e

“ imposition of éo_me order on the applicability of the rules in the

K7

: grammar; we have avoided this in order to maintain the
independence of grammar rules from one another as an aid to

W LAY e

experimentation. Finally, because of the unusuaily stringent

constraints on.memory utiiiZa.tion, all solutions requiring the
- maintenance of supplementary lists during parsing operations
were ruled out.

.
P

-

Instead, a toggle-switched optional subroutine was added
" to the basic algorithm which recognizes trivial ambiguities in

Evierird

the making and discards them. This optional node suppression

-

R N D Rt LS

subroutine fits into the flowchart on page 11 between boxes (26)
and (27). It ascertains, first of all, whether the grammar rule

t :”:;.-,ar R

to be applied is of the recursive type (i.e,, in the terminoclogy
of the flowchart, whether A or B is identical with C); ifitis

hot, processing continues (to box (27) ) as usual. If the rule is
1ecursive, then a check of all parsing list entries of length PL

s
LI

Ngr ® »"
Wy

PRI AT, NI O
£

)

is made to determine whether any.one of these has the same
entries in the INW and GL columns as waould the potential new

entry. If this condition is met, the potertial new eatry is

5

discarded, and an exit. is made to box (29); if this condition is
not ;nei:, process'ing continues as usuai. This subroutine mé,y
be represented thus:

®

-~ .
- .
L s S DTy T et ERINSEED 1yt gemon
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;It may be of interest to note that this technique achieves
precisely the Same economies in parsing list reduction as does -
y that. proposed by Jane;Robinson of the RAND Corpoxation (in
Endocentric Constructions and The Cocke. Parsing Logic,
. _- -~ presented to the International Conlerencs on Linguistics, New York,
EA May 1965), 'but without the overt marking and afrangement of
‘ recursive rules,
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Eaterfrom- o ",Node O\ é_r-‘g . SetQ-row number
Box. "(26)" o Suppressor _ |- or -+ of earliest eatry of
fps | - |\ Switch "oN"/~¥%p = c|<=liength PL; ifno
. ? 1 _sy.ch eptnea, Q =0
" ,
Go to :
Box i27)"| e—IEE
|Goto | INW_ = INW| =
Box "(29){eXeE—f ¢ 1
and
oL =¢ | Mo [n=0+1
?

N———

2.1.1.3.2. Vector-Symbol Phrase Markérs. A second,

and more int‘efesting, modification of the basic algorithm was
‘adopted to deal with a problem which is parhcularly severe when
dealing with hlPle inflected languages such 4s Russian. The
,problem is essentially that a contexi-free phrase structure grammar
for: such a language will contain many subsets-of rules, dealing
ma.mly wzthxagreement and government sztuat:ons, whzch closelv

' resemnle the. para.dwms of:case, number, and ge'zde;r presented

;m classwdl gramma.rs. For mstance, to lmk up an ad;ectzve

] wztha followmgwnoun in a sentence from such 2 language,. an

e
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imposing arra.y of rules, having the followmg general form, are

‘requzred
masc., 8g. ,nom. masc., sg.,nom, masc., 8g., nom.
- +N_ — NP
masc., sg., gen, masc., 8g.,gen. . masc., sg., gen,
+ N —— NP
masgc. ,pl.,nom. masc., pl. ,nom. masc.,pl. ,nom.
N —_—
Afem. » 88: ,nom, * fem.,sg.,nom. Pfem. » 38. ,n0M,

and so on.

There is something inelegant about such collections of rules
and, morzre importantly from a practical point of view, they consume
& tremendous 'a;nount of storage space. Moreover,.these sets
of rules constitute an impediment to the kind of research in which
we have been engagéd-—-elementary modifications to the grammar .
would often involve the rewriting of entire sets of such rules,

The solution finally adopted was suggested by the label + subscript
notatien employed in the illustration above; it consists of splitting
each corr;ponént 0‘? a grainma.r rule into two parts—a fixed part,
denotmg a major gramma.tzcal category, and a variable part,
d:=not1ng sublcas ses w1thm the major category '
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2.1.1.3.2.1 Numerical Format. Some preliminary - -

explaration is necessary before the details of this vector-symbol B R
(VS) arrangenient can be presented. It has been mentioned that
the word length of the BR-130 computer is 15 bits, and that the

btasic algorithm was initially programmed in FORTRAN, using

integer arithmetic. There was therefore available a range of

o ©D

non-negatwe numbers from zero through 16, 383) 10 for the

J

' vepresenta.tlon of grammatical labels. In deciding how to

A

implement a more compact arrangement of grammar rules of the

kind mentioned, the question of how to accomplishk the task within

these numerical constraints arose. For a variety of reasons,
we finally decided to employ the units and tens positions of the
mamerical grammatical labels for the expression of !'paradigmatic-

variations'', and to employ the three most significant digits as
fixed major category tags.. To permit full utilization of the
variable d1g3.ts, it was, of course, necessary then to restnct
curselves to the range 00000 through 16299 for the expression of
grammatical labels. The fixed major category tags would then
vary from 000 through 162, while the variable or "suffix" tags

could range from 00 through 99.
Tinally, in order to achieve maximum fiexibility in the

O ) D

(sl

overall arrangement, the two variable or 'suffix® digits were
effectively split off from one another, so that they might be
manipulated independently. This gave the result that each

component of a grammar rule consisted of three segments:

=l

{1) a major grammatical category tag, represented by a non-
negative integer from (00 through 162, (2) a suffix variable,
ranging from O through 9, (3) a second suffix variable, ranging
from O through 9. The grammatical label 12374 could thus be

-~

1Uniess explicit mention i8 made to the contrary, all
numbers in the remainder of this report will be in decimal notation.

S S POt R e |
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thought of as consisting of the segmeénts 123-7-4. The convenience
of ‘such a convention is that it permits one of the suffix variables,
when attached {(for example)} to the major tag for Noun, fo represent
gender and number, while the other suffix tag rmight represent

case,

2.1.1.3.2.2 A Formalism Governing the Appiication of

Grammatical Variables. In order to take advantage of this schema

to render more compact the list of grammar rules, a formalism
was required which would permit the replacement of a paradigmatic
subset of rules by a single "cover' rule. To illustrate the full

- set of conventions finally adopted, the following notatior will be

used:

A, Grammar rules will be represented as
AV V., +BV, V., —» CV_ V
e U s L S T
where A, B, and C represent major category
tags,‘and the multiply~subscripted V's represent

the suffix variables appended to them.

B. To represent grammatical ldbels of neighboring
nodes (candidates for rewriting), the same A
arrangement will be used, except that "A", "B", and
"C"  replace their underlined counterparts,
and the symbol "T", with subscripts as above,
will be used instead of "V"; thus,

A'I'a:1 'I'a2 + BTbl T >
of adjacent nodes for which an appropriate

b will represent a pair .

grammar rule is being sought; CT_ T
°1 €
will represent the grammatical label derived

fromn the application of a rule to the foregoing
pair, '




>

. 7..C%.-The symbol "x" fanges over-.a,b_; "i" and 1
T el j’-’z:‘&.néé- 'g'vei‘ 1,2 '« . The. fqrmal_i_'s‘n; has two yérts:..
... .. ° the first governs the testing of the applicability

- of a given rule to a- given .candidate-pair:

I. KA =A and B =§, the rule applies,
except that,

I.a. 0<V <9 requires that T =V _

: A . X. X,
i i- i

1.b. Va. = Vb. =0 - requires that Ta. = Tb.

i i i i

The second part of the formalism specifiea the composition
of the grammatical label derived from the applicaiion of a rule
urder the above conditions:

II.a. cC=C
II.b. 1. Vc +0 requires that T =V
, : . .
II'.' b. 2a. V =V =0 requires that T =T , otherwise
C. X. C. xi .
i i
II. b. 2b. Vci = ij =0 requires that Tci = ij (i #j)

2.1.1,3.2.3 Explanation of the Formalism. The net
result of these conventions can be roughly summarized in plain
English as follows:

1) When any digit other than "0" or "9" appears in 2
suffix-variable position of a grammar rule component,
on the left of the rewrite sign, a match is required

 between that digif and the corresponding digit of the
appropriate candidate node label.
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72} When the digit 9" is used i suffix variablé position
| of a grammayr rulé component, on the Yeft of the"
rewrite szgng then no ma.tchmg at all ig required in
that posztzon’. ’ S

3) When the digit 0" is used in corresponding suffix

variable locations in BOTH grammar rule components
on the left of the rewrite sign, then the corresponding
two digits in the candidate nodes must be identical:
otherwise the effect of a variable suffix "0" is the
same as that of a "9",

4) When the digit "0 is used as a suffix variable in the
output component of 2 grammar rule (i.e., on the
right of the rewtite sign), then it indicates that suffix
information is to be carried i'zpwaz;d from either or
both of the candidate nodes to the new parent node;
the location(s) of one or more zeros, in suffix positions
to the left of the rewrite sign, indicate where the
information carried upward is to.be taken from. The
existence of "0" in a suffix position of the’ output
compunent of 2 rule always requires that there be at
least one "0" in a suffix position on the left of the
rewrite sign of the same rule.

7 2.1.1.3.2.4 Examples. To iilustrate the usefulness and
clarify the mechanics of these conventions, let us consider two

LS

hypothetical cases.
' Suppose we need to write a rule covering the government of
a noun (001-) by a preposition (025-). It will be necessary to
detérmine that the noun is of the proper case. This could be
accomplished by writing a series of rules, one for each case,
gender, and number s1tuat3.on—th1s was, in fact, requzred before
the algorzthm was modlfzed. But. J,f,We dllow: the:first suffix
va.rzable wxf.h nouns to, "represent gender a.nd number. and the
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vfor preposztmns to represent case also, then a smgle rule.

. 02590 + 00100 -—-) 03700, sufixces for all msta.nces. Assummg
that a neighboring pair of nodes with labels 02563 and 00173 are

encountered, we can test the applicability of the above rule and,
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if applicable, determine the composition of the new pa.rént node
by referring to the formalism given on page - 19. To make this -
casier, the components of the rule and of the node labels can be. , M)
segmented and juxtaposed: .
GRAMMAR RULE:  025-9-0  001-0-0  037-0-0 ]
_ + —> —
NODE LABELS: 025-6-3 001-7-3 037-7-3

Referring to rule 1. of the formalism, we test whether the
major grammatical tags in the rule are identical with those of
the node labels; since they are, we go on to rule I.a., which is
seen to be inapplicable. Rule I.b. applies for i = 2, requiring
that the second suffix variables of the node labels be identical;
this is seen to be the case (both are ''3"). This last test amounts
to a test for '""agreement" between the case specification of the
preposition and that of the noun; at this point, since no more ~
test conditions are listed,. the rule is found to be applicable. [}

To determine the composition of the resultant parent node, .
we refer first to rule II.a. of the for:'_né.lism; this enables us to
obtain 037- as the major grammatical tag of the parent nod-.
Rule 11, b. 1. is seen to be mapplrcable, Rule II.b, 2a. applies
forx =bandi = 1, enabling us to £111 out the resultant label to
‘0377- é Rule 1I1. b. 2a. also applies for i = 2 and x =(a or b),
enablmg us to determme the final digit of the reaultant label, ;

' giving 03773 a8 the fmal result. Rule IL b.2b. is not consulted, -
amce the task is glreggy comple,te. ¥ o ﬁ

O C3

L ,

L

- It may be of interest £6 the feader to note that it has ot
been fourid ‘necegsary of: demrabla ag yétito. mclude. in the C-F
. grammazr for Russmn les:of:a form that would require the
- ,apphca.tmn ofrul # by 2by € ﬁi’e ’formahsm' this ule has
nonetheléss‘been mbodxed in‘the: algo:uthm for reasons of
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’programm:ng wmrﬁetrratzd becauaféf« it seemad madv:.sable to
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It will be~n0ted thaf were thé noun in the above example

| not ofthewproper -case (e.'g. ; if. it carried the: 1abel-00176) , then

- .the rule- ‘could not have beeu applied because of the.condition
expressed by rule 1. b of the formalism. Observe also that the
first ‘suffi¥ variable in the preposition's label (i.e., "6} is
ignored altogether because of the "9 in the correspondmg position
in the grarmmar rule. Similarly, the gender-number suffix
variable in the noun's label (i.e., ""7") is not considered in
testing the applicability of the rule—the reason for this is given
in 2) of the notes on page20.

Let us consider one meore illustrative example of the
mechanics 6f the modified algorithm. Suppose we have a
grammar rule: 01205 + 11604 ~<9 06313, and a neighboring
pair of nodes in the developing tree structure with labeis:

01265, 11664. Rule I. of the formalism is gatisfied. Rule l.za.
holds for Sc=a, i=2 and also for x=b, i=2; in both cases, it is
satisfied. Rule I.b. holds for i=1, and it, too, is satisfied. The
rule is therefore said to be app:icable to the candidate-pair.
Rule II.a. tells us that the resultant parent node label will begin
063-. Rule II.b. 1 applies for izl and also for i=2, yielding a
final resulting node label 06313. In this instance, "agreement"
was required between the candidate node labels in the first
suffix pogition only; no suffix information is carried upward to
the parent node label.

2.1.1.3.2.5 Remarks. As comple.. as the formalism,
the informal explanation, and the examples may make this
modification to the algorithm appear, in practice it becomes
simple in the extreme; -and its adoption has resulted in a
grammar that is both greatly reduced in size and considerably'r
more elegant than it could otherwise be. A beneficial side effect
of this technique has been to greatly énhance the mnemonic value
of mdzmdual gvamma.r rules, whze-h eases the interpretation -
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' sumlanty:that has bgeu heavxly exploited in. the assxgnment of
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| B In relatmg j:hm modzfzcatzon of the algonthm to the ﬂowcha,rt

; onpage 1il, the -subroutines ‘¢orresponding to.rule I ofthe

/ formalism should be mc?:uded in box (26), while those corre8pond1ng
to rule II belong to box (28} o ,

One rather different approa.ch to dealing wzth the problem of
inefficiency inherent in context-free phrase-structure gramma.r
rules is known to the authors. 1. Briefly, it involves the use of
grammatical variables wliose status is tested aga.inét stored tables
of conditions which are chained together in a highly flexible manner.
We have rot adopted this interesting technique, because its imple-
mentation would tax the memory capacity of the hardware system
at our disposal, and also because it seemed preferable for our

purposes to express the entire significance of each grammar rule

e NN e

—

3

in a single formula—this enhances the mnemonic value of the rules L
and imposes a somewhat tighter structure on the grammar itself.. .
2.1.1.4 Input/Output Conventions -
.
2.1.1.4.1 Grammar Rules, Input and Output. The ruies of |
the grammar are punched one rule per card, on standard 80-column n
data cards. Each component of a rule is punched as a 5-digit dec¢imal .
number, with preceding zeros where required. The resulting 15
digits occupy columns. 7 through 21 of the card, the remainder of 5-
the card being irrelevant (i.e., it is ignored by the input subprogram). -
The grammar rule 03165 + 12102 —» 00321 would be punched =
0136512’10200321', segmuing in ¢6lumn 7 of the grammar rule card. 3
Thzs is due to Martin Ka.y ‘of:the RAND Corp. Eco'mmzcal | 2
schemes have been developed also at RAND, for categorial and
dependéncy grammara, but theae ‘deal with a rather distirict set of -
problams and are not rélevant- to this discussion. -The: system: &
~ proposed by G. “H. ‘Harman (in"Generative Grammazs Without =
’.Era“nsiormatwnal Rules: <A Defense of Phrase Structure", ' _
_Language, 39, PP 5“\7-&16) is very similar.to a VSPG as described ' 2]
“ heére except that (1). it employs discontinuous structures, and i
(2) the grammatica.l varzables are not oraered
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The ‘cards contai ining the grammar ruies are assémbled
manually into: a:deck Wwhich is in numerical ascending order.
In.the ordering; -onlyrtheamajor grammatxcal category tags of
the first two comiponents are considered; these are treated as
thoagh they formeéd a single continous number from the left.
For purposes of ordering the rule deck, therefore, the card
containing the sample rulé above waouid have a value of 013121,
Conseétientiy, it would appear nearer the top of the deck than a
azd bearing the rule 025i3 + 16299 —» 16100 (whose "ordering
value't ig 025162).

A special card is placed on the bottom of the deck as 2
signal to the input subroutine that it has finished its task. When
this card is read, linput cperations terminate and a special
subroutine is called which performs two functions: (1) it ascertains
that there are no errors in ordering of the rules, and (2} it marks
the boundaries of "families' of grammar rules by converting the
leftmost component of the last-received rule of each family from
a positive to the corresponding negative integer (see examples
in Appendix D.

It is well known that, for lists lohger than a fairly small
threshold size, search operations can be most efficiently
accomplished by the binary search technique. This technique
requires that the list to be searched be nurherically ordered-—
it is for this reason that the grammar rule deck is ordered in

~ the fashion gdeeci'ibed above. (Box (25) of the flow diagram on

page 10 indicates the place of the binary grammar search in the"
parsing algorithm.) Because of the method of ordering the
grammar rules; it is possible that several rules will have the

' same: ‘_'ordering value'; such a group of rules constitutes a

"family" of rules {within which the ordering is entirely arbitrary).

" It will be noted that a_group of rules constituting a family share

the prc»;perj:yrthat if, in a given instance, any one of them satisfies

ruleI of the formalism (page. 29), all of them will satisfy it.
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For this -i{eé.gm_;,_:triiigg afe:checked for api:licability in family

- groupi {see ‘box (26) - of ‘the parsing flow diagram, page 1¥). "The
purpose ofihe binary search, then, is to locate approprzate
famxhes of: Tules,: , _ .

Since the ordering of rules within a family is arbitrary, a
simple procedure is required which will guarantee that none of
its members is overiookéd in testing. In other words, it is

_necessary to be able to identify the boundaries of family groups

in the rule list, By mérking these boundaries in the manner
described above, this is accomplished with an irreducibly minimal
expenditure of running time.

The grammar rule list is output via the line printer in the

form shown in Appendix D.

2.1.1.4.2 Sentence Input and Output. Sentences to be parsed
are keypunched, one '"word" per card, on standard 80-columa data
cards. Coiumns 1 througli 24 of the card contain an alphanumeric \
transliteration of the Russian "word" (see Progress Report No. 6, ~
page A-14)., Columns 25 and 26 contain a two-digit decimal number,
| with preceding zero where necessary, specifying the number of
distinct grammatical labels assigned the input item; this number
may range from 01 through éO (it corresponds to the subscript h
in box (3) cf the input flow diagram). Column 27 is left blank.
The remaining columns, from 28 through 72, in fields of 5 columns,
contain up to nine distinct grammatical labels. If the "word'" has
been agsigned more than 9 such labels, the remainder are punched
on a secopd_ card; in fields of 5 cclumns, from column 7 through
column 61. A typical input "word" card appears as follows: |




FQRM_AT;(" _. ‘, , | _ " numbe#

-+ 1 of ‘1st - 2nd 5th

- . transliteration ;abels; label label label
CONTENTS: . - PARTIL. - 0‘5 0012 00123001& 0014100144'
1 1] ] f 1 ]
COLUMN: 1 , 25 283 - 33 38 43 48 52

An input "word" need not necessarily correspond, it must
be pointed out, to an ordinary Russian text word, as in the above
example. We have defined the notion "input word" to include

a,nything which (1) can be determined by purely mechanical means
from the Russian text, and (2) is most conveniently handled in
: } . . the grammar as 2 separate entity. This definition has, in the
course of our reseavch, inciuded such things as ordinary text
'wordg, punctuation marks (cbmma, reriod, dash), initials and names
(rusar", ."N", "S", Khrushchev, etc.), and artificial elements
(”3entence-begin", ""comma-follower'', etc.) such as are discussed
in section 2.1, 2 of this report.

The individual input cards for a sentence are assembled into

" a sentence input deck in natural text order. A special "end-of-input"
card is added to this deck t~ trigger the transfer from the input

, F% , subroutine to the parsing algorithm proper (see box (4) of the

u input flow diagram). As each input card is read into the computer,
the grammatical iabels it contains are arranged (a8 shown in
diagram 2.1.1.2.2) in the initial parsing array. At the same

_time, the input items are numbered and priated via the line printer

in the form shown in Appendix B. The alphanumeric transliterations
are also stored where they can be late:x recalled for use in printing
: out the results of the pa.rsmg operations. Needless to say, these

transhteranc'is play no pazrt whatsoever in the parsmg procedures—
they merely represwnt data upon whzch a d:ctzonary-s«arch subprogram
mlg”ht act in ag opera.tzonal enmronmem., and they serve to render

LR LI N TN,

BN L RN TS >
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2 1. 1.4.3 Output of ParsmgﬁResuIts. Sevsral kmds of

'dzspla.ys of parsmg results can be sslected by means ¢f tsgg*e-
_ 'sthch- settings. - One. of theseis 4 line printer display of the

initial pa.rsmg afray as prepa.red by -the mput subprogram
(dmg-»ain 2.1:1,2.2)." Appendix B, pages B-2.and B-3, shows..
a line pnnte; dxs;zla.y of the final parsmg array afier the parzing
algomth_m_has terminated: It is from this finzl parsing arrey,
along with the stored alphanumeric transcripticns of the input

text, that the remaining displays are derived.:

Appendix B shows 2 sample of a line printer display which
dep:cts a tree structure derived from the inpuvt. ¥or each non- .
terminal node in the tree, the parsing array row aumber and the
grammatical label are printed at the left; at the riéht, the row .
anumbers, labels, and corresponding substrings of the daughter
nodes:are given. To illustrate, the following tree, lzbeled "AY,

would be represented as in diagram "B¥ below:

/E\ E F T,
G T,
/\ /\
I J K G T
P 3
T, T, T, T, Ty
F H T,

I T,

G J T,

K T,

Ay ' (B) :

1t is also possible té obtain a line printer display -of well-
formed sﬁbét’fings derived from the inpui:. Normally, the subroutine

_ whzch prepares th1s chsplay prints out in guccession all well-formed
"’substrzngs af progresswely mcreasmg length beginning with two-

' ’_‘word phrases and exhaustmg all entxres in the pa.rsmg array. By
appropiua{:e typewnter mput commands, hcwevef, selectzve displays

a {‘,' can Ba generated on the bams of phraae Iength or phrase label or both.
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2.1.2 The Vector-Symbol Phrase Grammar »

The grammniaticai labels are given in Appendix A, They
représent both the basic grammar rodes {the results of the
pseudo-dictié’r;ary lookup), as well as the higher-level labels
assigned as the result of applying the rules to the basic grammar
codes {e. g., pasfticipial phrase, sentence, etc.). The same
labels in many cases may refer either to basic grammar codes
or to higher level constructs (e.g., a ncun by itself may constitute
2 noun phrase). ' ' B

The variables, A and B, as shown on the first page of
Appendix A, are used tc indicate number/gender/person or case.
The valuez for each of the digits which may be used in the
variable positions are given (recalling that 9 and 0 are special.
symbols used in the rules, but never assigned as grammatical
labelg). The subscripts "a'" and "g'" indicate whether the
variable illustrates a government or agreement relationship.,

The methosl of dealing with so-called '""homographs'' within
this system cannot bé stressed enough. Homographs are marked
by more than one grammar code, the maximum number of codes
being twenty. From the codes provided, it can be seen that some
morphological types which very regularly take on a number of
different syntactic functicns are no less homographs for the
purposes of this grammar than are many “accidental" homographs.
Thus, for example, "cex " (third singular past of "'sit" and
genitive plural of ''village') is not more a homograph {indeed
less so) than "moBo# " (feminine genitive, dative, instrumental
and prepositional of "new'). These alternatives can either be
incorporated into viable structures accounting for the entire
sentence or they cannot; if more than one of the grammar codes
can be incorporated (or the same code incorporated in more than

one significantly different way), the sentence is grammatically

ambiguous; if only one of the grammar codes of a given word
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may be employed in a constriuct leading to a sentence derivation,
its homography ms&y be said to have been resolved. Homographs
are thus not to be looked upon as 'special cases', but simply
as the rormal materisl upon which tke parsing algorithm operates.

Of course, it is always possible to reduce the number of
alternate grammar codes at the cost of increasing the number of
rules. Thus, for example, each unique combination of grammar
codes assignable to some class of Russian words (including classes
of only one member) could be given a unique grammar code,
This would however, greatly reduce the generality of the grammar
and make grammar writing a prodigious task. No attempt has
therefore been made to ""telescope' the entries having multiple
grammar codes except in a few cases.,

The grammar codes given herein are not complete nor
even necessarily definitive insofar as they go. They do not,
for example, account for scme cases of dual government {e.g.,
a short form passive participle taking two instrumental objects)
nor are nouns takmg nominal complements other than genitive
considered. The grammar codes thus far created are adequate
for the coding of the vast majority of the Russian sentences we
encounter. One of the major advartages of such a2 system is the

ability to create new grammar codes pro re nata and immediately

incorporate them in rules in the grammar,

The Rules

Appendix D gives the 318 rules currently in use. They are,
generally, quite readily interpretable though some patience may
be required.

A few matters, however, deserve further attention. In
general, a sentence is recognized as: sentence begin symbol,
legal sentence tree, sentence terminating symbol. Of course,
since the algorithm is binary, the recognition of these components

must be done in two steps, The reason for incorporating a symbol

30
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to indicate the beginhing of a sentence is that some Russian

- —

structures occur only at the beginning of sentences or after commas

(e.g., gerund clauses). If the beginning of the sentence were not
@ indicated, the rules would have to be formulated in such a way as
to accept such structures whether or not they were preceded by
U a symbol indicating their left boundary (since they might occur
sentence initial) which could lead to iindesirable results. 1
P in connection with this, another problem arises—that of the
.J : dual functioning of Russian punctuation. There are many Russian
3} constructions which are obligatorily marked 2s to their beginning )
and ending (e.g., gerund and relative clauses). Unfortunately,
one mark of punctuation may serve to both end one construction
w and initiate another or to end two such constructions simultaneously.
Consider, for example, a relative clause occurring at the end of
G a sentence and obligatorily surrounded by punctuation indicating
: its beginning and end. 1In this case, however, the period that
U marks the end of the relative clause also marks the end of the ﬁ
; sentence,
ﬁ Several alternatives come to mind for the solution of such
difficulties; three will be discussed below.
First, the rules may be so formulated as to accept such
ﬂ structures whether they are preceded and/or followed by overt

boundary markers or not. Thus, boundary markers serving to
B delimit two or more structures simultaneously could unambiguously
be assigned to one orthe other in the course of a sentence
derivation (caution must, of course, be exercised in framing
the rules to insure that multiple syntactic interpretations hinging

A R TS Ty PR Y N T TV TP OL T

sclely on which structures the multi-functioning boundary markers

oo SR e

are assigned to, are not derived).
An immediate objection to such expedient is that there is

Y
B .
L ST F R A AN T 3

==

no way of knowing in advance whether, under certain specified

circumstances, ignoring a boundary marker (which is the effect

iy




of framing the rules in this manner) will result in multiple
analyses, some of which could have been avcided by taking the
boundary indicator in question into consideraticn. In zn early
version of the grammear, this,.in fact, occurred when an incorrect
derivation was assigned to one of the test sentences as a result

of ignoring a comma ending 2 relative clause.

In general, it is undesirable for a parsing grammar to rely
on the non-occurrence of certain (presumably) ill-formed strings.
Aside from weakening the grammar'e ability to recognize ill-formed
input, presumptions about ill-formedness are often ill-conceived,
since rarely are all the ramifications of such a decision apparent
from the cutset.

Alternative 2 requires the inputting of 2 "dummy" word
following each potential boundary marker. This duminy element
receives the same grammatical clasgification as the potential
marker (and thus, of course, is a potential boundary marker
itself). Rules are included for combining dummy elements and
boundary markers to produce a single boundary indicator to handle
those cases in which such elements {(e.g., comma, period) do not
serve multiple functions.

This option was, in fact, exercised for a while with generaliy
gratifying results. It is easy enough to see, however, that when
the number of structures obligatorily initiated or concluded by a
single mark of punctuation reaches three, the technigue is
inadequate and would have to be augmented by the method to be
described subsequently (i.e., fhat of "carrying up" grammatical
information to higher level structures). While few sentences having
punctuation serving the functions described have been encountered,
they must nevertheless be taken into account. The technique was
therefore abandoned for the one described below,

The third alternative is to formulate the rules in such a way
that information about the termination of lower level structures

is carried upward to be used in determining whether the same

- L Y P \ .
po— Sy rrmind enlaRr Gy
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~1evel structure, :

Loundary marker may also indicate the termination of a nigher
Consider the parsing for the sentence illustrateé on pages

C-22 and C-23 in Appendix C. The sontences ends with a participial

phrase which requires a mark of punctuation to terminate it. In

this case, the period terminatzs bsth the parti¢ipizl phrase and the

sentence. As can be seen from the tree structure, the sentence

end inforrnation was carried up to the noun phrase object, the

verb phrase, and ultimately the sentence. This solution, though

altogether adequate and now functioning reasonably reliably, is

not so elegant as one might wish, since it reguires the creation

of nodes for both sentence terminating and nea-sentence terminating

noun phrases, verb phrases, etc. The problem can be solved in

a general and somewhat simpler way by increasing the number of

variables or by allowing context sensitive rules. In is anticipated

that in some of our {uture experiments either or both of these

poszibilities will be explored.
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3. CONCLUSIONS

Our primary concern has been the creation of a formalized
sentence analysis system capable of describing Russian sentences
adequately for machine translation, information retrieval, and
related data processing operations. Our izitizl experiments were
based upon 2 binary, context-free, phrase-structure grammar, .
chosen because of the simplicity of the companion algorithm and
of the form of the grammar itself. We did not, of course, believe

~ that such a system would be adequate to our main task; rather,

we felt it would be useful to explore its weaknesses in some detail
as a preliminary to the design of a more suitable system. These
weaknesses are much discussed in the literature from a general
linguistic point of view. Our exploratory study was undertaken

to develop empirical results that would help to sharpen the
relevance of such general discussions for our own rather limited
data processing applications.

The two most serious deficiencies we encountered were,
predictably, the multiplicity of grammar rules required to account
for agreement and government situations, and the proliferation of
trivially different structural descriptions assigﬁed to even simple
input strings. Both of these problems might be dealt with up to
a point—at least for our purposes—by allowing the grammar to grow
to the very limits of practicality. But a solution of this kind is
not only uninteresting, it is quite hopeless as well, in view of
the burden it places on the research grammarian and the computer's
internal storage capacity.

To overcome these difficulties, the vector-symbol phrase
grammar, with node suppression, was designed and incorporated
in the parsing system. The "abbreviative' conventions for
collapsing large sets of PS rules into small sets of VS rules have
made it possikle to undertake seriously the writing of a phrase

5




grammar for written Russian suitable for our data processing
applications. In our opinion, the practical potential of this type

of grammar~—whose appeal lies in its basic simplicity and in the
straightforwardness of its implementation—has not been sufficientiy
explored or exploited. The rapidity with which it has been possible
to develop the grammar described in this repzrt is felt te be one
justification of this position. The grammar is far from "complete!!,
except as »'measured against most o:".her operating formal grammars
-for Russian text; it does, however, deal in a general fashion with

a broad range of Russian sentence types, and no major intrinsic
impediments to its continued evolution have been encountered.

Appendix B gives computer output of parsings for two sample
sentenceg. The English has been typed on the examples to asszist
those unfamiliar with Russian in following the parsing. The
parsing list is provided as well as the equivalent of 2 tree diagram
for each sentence.

Appendix C gives sample sentences and their parsings,
illustrating a variety of Russian sentence types. For convenience,
the trees have been redrawn from the computer output. Interpre-
tations for the labels on the nodes may be found in Appendix A.
Interested readers can refer to the rules in Appendix D to see
the way in which they were applied to the sample sentences.
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"*"© " GRAMMATIGAL LABELS"

Szgmfxcance of Var.ables

=

31.?
N 7

Number[ geader or person

I ¥ 'Ma.acul;ine
~ . - 2, Fexinine
"~ 3. Neuter
, .4, Plural -
© 5, Firsi'perzon singular
5., Second pérscn singular
7. First persoa plurai

8. Second perscn plural

B. Case _

i. Nominative

2. Genitive

3., ‘Dative

4., Accusative

5. Instrumental

. 6, Prepositional

7. Accusative animate

Subscripts

Agreement
g. Goverament .

W e are mdebted toc Warren Joseph Plath's Harvard doctoral thesis
for several of our syatactic classes. (Mathe*natm Linguistics and
" Automatic T rdnslatzon, Report No. NSF-12 to the National Science
Faundatmm Anthony G. Oettinger, Prmc&pal Investzgatcwr, Cambridge,
-Massaahusetts, June, 1963.} 1
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PREDICATIVES

‘Finite, transitive, personal
Verb phrase with object
. Finite, iatra.ﬁgi_t_:_ive,. personal
imparsonal
Short form a.djeétive‘
Future form of BYT# (to be)
Past form of BYT* {to'be)
Short form comparative adjective
Short form participle
Shoxt form, .infinitive goverament
Vexb phrase with a period
Fast participle with nominal clause subject
Impersonal verb with infinitive subject
Personal verb with nominal clause direct object

a
: 2By Persconal verb with infinitive direct object
16) 142A_B_ Personal verb with dative object and object
<& in another case (as specified by the variable)
17) 152 B, Model auxiliary
NOMINALS

Values for variables
4th octal digit Number/gender or person
5th octal digit Case

1) 001A_B_ Noun taking adjectives and a genitive
nominal complement

2} OZIAaBa Surname .

3) 031AaBa. Title (e.g. , GENERAL)

4) O051A B Coordinated noun phrase

5) 061,AaBa | "$HTO"’ (a8 nominal)

6) .. 0068B_ Cocrdinated conjunction plus nominal

7) 00676 , Name -of month in genitive singular

4




7). O7I;Aa8é; Unmodifiatle nomi‘n,ﬂ (e.g., proncuns)
8) 091, B, ' Noun phrase witha period

R INFINITIVES .

1) 0048B_ = Infinitive taking one object _

2) 006488 “Infinitive phrase with object(s) {or intransitive)
3} 004B.ng" - . Infinitive taking two objects

GERUND

1) 00588 Gerund phtrase with. object(s) (or intransitive)

2) .0958Bg ~ Gerund taking one object

“3) OOéBng Gerund taking two objects

4) 09578 Gerund vhrase plus corama

ADVERBS AND SPECIAL WORDS, PHRASES

1) 00711 Adverb of manner
2) 00712 Adverb of time
3) 0063A'a,Ba Relative pronoun
4) 00777 ‘Bubjunctive particle "BY"

. 8) 01711 Single capitalized Cyriliic character
6) 01811 | Capitalized chdracter plus period
7) 00733, | Negative "NET"

N
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1)
2)

3)

4)
5)
6)

8)
9)
10)
11)
12)

~13)
' 14)

AR PREPOSITIONAL PHRASES

60883 ‘ Prepqsif:‘ion;~ ‘
01888 . Prepositional phrase

01888 + prepositional phrase

9‘288]’3‘3 Pfep‘oﬁﬁdﬁaiphrase + period

0788fBa Prepositional phrase + dash

| RELATIVE CLAUSES
063AaB;. Relative pronoun i
064Aa8 Rela.’:i.ve pronoun and verb Qhrase
(relative clauses)

074A,a.8 Relative clause plus period

065A38 Relative clause plus comma

063Aa8 Comma plus relative clausz plus comma

084Aa8 Comma plus relative clause plus period

PUNCTUATION ;

00611 Comma !
00621 Coordinate conjunction i
00631 Period %
00641 Exclamation point '
00651 Sentence begin symbol.

00661

006SBa Coordiﬁating conjunction (or comma) _

plus noun phrase

00753 HSHTO" (as conjunction)

00715 Dash

0077Ba. Dash plus néun phrase

00716 Dash plus nominative noun phrase

00722 Left quote

00723 Right quote

04 1A_B, Leift quote plizs nominal




CLAUSES AND SENTENCES

Sentence begin symbol + sentence + period

Regular sentence (subject Predicate ) +
period

Inverted sentence {predicate subject) +
pericd

Regular sentence {see 2)

Inverted sentence (se< 3)

Transitive verb (without object) + subject
Subject + transitive veib (without object)
"SHTO!'" clause plus period

Cocmma plus "SHTO'" clause plus period

"SHTO!" (introduces nominal clauses)

ADJECTIVES AND PARTICIPLES
Values for variables; as for nominals

1) 003AaBa Adjective
2) 023AaBa Participle, genitive government
3) 033AaBa Participle, dative govermnent

4) O43AaBa ) Participle, accusative government

5) 053AaB Participle, instrumental government

a
6) 073AaBa Participle, accusative animate

7) 083AaBa Participle, intransitive or transitive
participle plus object

8) 037AaBa Unmodifiable adjective (e.g., NA)ILJ)

9) 038AaBa Comma + participial phrase
G93AaBa Comma + participial phrase + period
096583, Comma + participial phrase + comma
00672 " Numeral reguiring genitive plural nominal

00675 Numeral less than 31 (combines with
menths to form adverbials of time)




APPENDIX B

| PAFullToxt Provided by ERIC
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.. T 23 KROME Besides
T 882 Furthermore
37 TGO that ( )
- 5 37i2 3732 7112
B 41 NAS us
i 7147 7146
- i 5) VOZMUWALA revolted
| B 224 227 |
- 61} OSURESTVL=EMA= practices
N 5321
% 71 PRAVITEL*STVOHM (by) government
- 135
81 SIA USA
" E 141 142 143 144 145 146
9} SISTEMA System
| 123
X E 107 PEREXVATA (of) interception
: 112
F L3 9 I and
2 621
- /1 { £2) DE)IFROVANI= decoding
| 132 141 144
; 137} SEKRETNYX fof) secret !
% 342 346 347 3
| . 14} SOOBHENTJ messages 2
; 142 ;
N 17 £57 SVOIX (of) its
- 3742 3746 3747 i
|- 16} SOGZNIKOV allics,
g 142 147
| { 17? ‘
. 631
. [ END OF SENTENCE ;
PAIRS = 506 RULES TESTED = 443 :
Y LEFT MATCHES = 27% FULL MATCHES = 155 NON-TERMINAL NODES = 66
i HIGHEST STRUCTURE = 99, / 1) / 1234% ]
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E gl FINAL PARSING LIST
R 1, 1 : 651 1 0
e 2. 2 882 2 0
e 6 E 3. 3 3712 3 0
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R KROME Besides
T0GO that
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j L SOQZNIKOV allies.
E — 45, 1888 1, 651
. . 34, 1382 KROME Besides
il TOGO that
8
fi L)o8. 9987 97. 9887 NAS us
d ' VOZMUKWALA revblted
- OSUWESTVL=EMA=  practiced
- PRAVITEL=STVOM (by) government
g L S)A : USA
N SISTEMA System
(] PEREXVATA {of) interception
[ { and
g DE)IFROVANI= decoding
B {7 SEKRETNYX (of) secret
i L SNOBWENIJ messages
~ SVOIX (of) its
E - SOQZNIKOV allies,
¥ |
A1 33, 631 .
- I |
L ' B-5
(‘ , d-?-—gjrw‘v‘g;;j-u:-:w 2 w*véf?ia(.gqu ‘-.,n—yng:! ;}?pn ]

(Furthermore)

(Furthermore)




1"";_;‘;3 ‘:,\ = :._;{:dt Y :‘ - °.:;‘~,_t___;,i ‘; ~ :f:'“ ‘“m : . - Q’j 3 e
34, 1882 2. 882 KROME Besides
| . (Furthermore[
5. 7112 T0GO that
97. 9887 35. 228 NAS us
VOZMUWALA revolted '}
[
92, 121 OSUWESTVL=EMA= racticed 0 |
PRAVITEL#STVOM ?by) government :
S)A USA 4
SISTEMA System .
PEREXVATA (of) interception i
X and o
DE)IFROVANI= decoding
SEKRETNYX (of) secret i
SOOBWENIJ messages i)
SVOIX (of) its T
SOQZNIKOV allies ﬂ
il
35. 228 6, 7147 NAS us q |
. ) il ‘
9, 227  VOZMUWALA revolted "l
|
‘ |
g2, 121 46, 8321 OSUKWESTVL=EMA= practiced L
PRAVITEL#STVOM (by) government l
S)A USA |
82. 121 SISTEMA System ,
PEREXVATA (of) interception ,
I and f \
DE)IFROVANI= decoding il |
SEKRETNYX {of) secret i
SOOBWENIJ messages |
SVOIX (of) its IR
SOGINIKOV allies
46, 8321 10, 5321 OSUKWESTVL=EMA= practiced j i
37, 135 PRAVITEL#STVOM (by) govermnment
S)A USA gg
b
a2, 121 18, 121 SISTEMA System % g
%




_“; ;: TR -7 R O L S TR e a 3
- - o 1 - o 3
B § S =3 : PEREXVATA {of) interception
e - I and -

- . - DEVIFROVANIF  decoding
& ; . ‘SEKRETNYX (of) secret
- : SOOBHENIJ messages &
. : SVOIX- (of) its 2‘
o ' SOQZNIKOV all »s
° % 37, 135 _ . 11, 135  PRAVITEL®STVOM (by) government E
! §
{ j 13, 142 S)A USA i
. 5
- 8 7%, 5142 o 19, 112 PEREXVATA (of))interception %
- !g 69, 682 1 and %j
g - DE)IFROVANI=  decoding |
1. SEKRETNYX {cf) secret é
| SOGBWENIJ messages i
| SVOIX (of) its
A SCRINIKGY allies
B ;%
. ' i
‘- 69. 682 ' 20, 621 I and
= T §
g ] :
,; 62, 132 DE)IFROVANI=  decoding g
7{ SEKRETNYX (of) secret E
i SOOBWENIJ messages ;
, SVOIX (of) its [
! i SOQGZNIKOV allies )
& {1 g
3 ?

T s

62, 132 21, 132 DE)IFROVANI=  decoding

e

it St
o)

- ' 56, - 142 SEKRETNYX (of) secret 4
; SQ0BWENTY messages g
] sVorx (of) its £
- S0QZNIKOV- allies E}‘
U h
S "‘ 56, 142 - 24, 342 SEKRETNYX (of) secret

- ' ' 51, 142 SOOBWENTJ messages
: | : , | SVOIX . (of) its
¢ | ‘ - SOQZNIKOV ‘allies

' el e manytos o
..fmnw.,qg’-u-u«.wd,uﬁ. BT P I
i - i ) Bt T S L
. g ARE L LT
R L A R
ol
T




s nessages
(

*

- SGOBHEN

SVOIX . -
SYOIX

- =

" SOQZNIKOV

- X

7142

) its

messa
{of) ita
adllies
of]

S0QZNIKOV

3742

allies

142

P

»

END OF ST

1

RUCTURE

T e Do KA S NEA ST OIS 1) T A ORI LA MCRIA e 2




Y § = -
- e e
R ! ;
- S > r
'Y Ih-th i - 7~-~ .
T S
f N
ﬂ\‘

B2 iigé
§4i .
' B ’l 3
N 4y
11 »
J 6
i} { ”
u EZ 8)
B )
' fffzg 10)
&? | i1)
L 12)
i P "13)
;5;-5 14)
%g}’] 15)
- 7
B {l 173
‘ g 18)
g 193

1 20}

: 21)

i 22)

- 23)

24)

25}

26)

27>

28)

kY

e 6BL
‘SEGODN=

NAA.
3721
PARTI=
121
 J
611
VES#®
3711 3714
SOVETSKIJ
311 314
NAROD

111 114

?

611
PROGRESIVNA=
$21 ’

OBWESTYENNOST#

121 124
MIRA

112
OTME(AQT

244
50'LETIE

134 131
GAZETY

141 144
¢

722
PRAVDA

121

3) -

723

715
BOEVOGO

312 332
ORGANA

112
CENTRAL=NGGO

312 332
KOMITETA

iiz2

KOMMUNISTI(ESKOJ

322 323
PARTII -
122 12$
SOVETSKOGO
- 812 332
S0GZA
112

631

END COF SENTENCE

. all
7111 7114
Soviet

peopie,

progrescive
society

(of) world
mark i
50th anniversary
(of) newspaper

122 - :

"Pravda! - ) ;
!

fighting

organ : !

(6f ) Central t’#

Committee

(of) Communist

325

Party

126 141 144

{of} Soviet

Union .,




RULES TESTED

-

vm TCHES

I NON~TERMINAL NODES
EST STRucTu”h_ggyg, . :

-~
s,

R

e

*

P TR AT T NI 7 KL S TIT RO e N PR L SRR TSN il

P

4

%

EMWMh%

’--QMt"v‘w vty iy e ."..,........ R

caieiadar el v ..n-;.;.r['._-nu..a.‘_z e

z2)

Lipe]

o ===y

od

i

o

aatwns,

I

i
¥
E

R IS -



FINAL PARSING LIST

1 651 1 0
2 712 2 0 .

3 3721 3 0 -

4 121 4 n

5 611 5 0

6 3741 6 0

6 3714 7 20

6 7111 8 "0

6 7114 9 i) )

7 311 10 0

7 314 11 0

8 111 12 0

8 114 13 0

9 611 14 0
10 321 15 0
11 121 16 0 h
11 i24 17 0 i
1 112 18 ) |
13 244. 19 0

14 134 . 20 0

14 131 21 9

15 141 22 0

15 144 23 0 {
15 122 24 e

16 722 25 i)

17 121 26 0
1 723 27 0
19 715 28 )
20 312 29 0

20 332 30 0

21 112 31 0 |
22 312 32 0 }
22 . 332 33 0 |
23 112 34 0
24 322 35 0

24 323 36 0
24 325 37 o

25 122 38 0

25 123 39 0 |
25 126 49 9 |
25 141 41 0 ;
25 144 42 ) 3
26 312 43 U ]
26 332 44 0 1
27 112 45 o ,
28 631 46 0 |
i 651 1 2

3 7121 . . 3 4

5 681 5 8

5 684 . E 9

7 111 10 12

7 114 11 13

9 10321 14 15

10 121 15 16 !
11 121 16 18




o
'

ot
MRV,

Y ‘0"‘,“)"’!

ol
. g} | ]
. . : 56, 11 124 17 .18
", - . BT, 13 - 248 .19 20
g . 58, 14 134 20 24 zg
‘ SR 59. 14 134 21 24 3
| 80, 16 1722 . 25 26 ;i
. N 61, i 4121 25 26 2 19
. - 62, 20, 112 29 . . 31 i 1y
. T : .7 63, .. 22 - 142 32 . . 33 - 38
-k ) © T s4. - 24 . 122 35 . 35 o ik
3 : 65. .24 123 36 39 i
- . 66. 26 112 . 43 45 i
! I .- 67, 4 5141 4 - 49 o b
' e - 6. 6 7111 6 51 i i
69. 6 7114 7 52 a :g
> : 6. - -9 681. - i4 -54 - L BERR Y
' 71. 10 ‘121 15 55 i
72. 13 248 .49 58 : 41
73. 19 772 28 62 .
74, 21 112 31 63 o 8
75 4 23 112 34 64 i i
76. 25 122 38 . 66 -
77. 25 . 123 .39 66 _ i
78, 25 126 40 66 ' if i
79. 25 141 .41 66 AL .
8. 25 144 42 66
81. 11 248 56 19 £
82. 13 9858 57 22 ,
83. 13 9887 57 22 B
84. 16 1723 66 27 -
85%. 16 121 61 27 i
8é. 5 681 5 68 d
87. 5 684 .5 69
88, 8 5141 12 70 il
89. 9 581 14 71 i 3
90, 15 141 22 64 i
91, 15 144 23 &4 o e
92. 15 122 24 84 1
93, 20 112 29 74 i
94, 22 112 32 75 §
95, 24 122 35 76 g
96, 24 123 36 77 iy
97.. 3 5141 48 49 5
98.. 4 5141 4 86 i 1/
99. - 8 - 5141 12 89 g
10¢. 14 134 20 g2 %;
, 161. 14 131 21 92 =
\- 102, 19 772 28 93 % i
. 103. 21 112 31 94 .
;. 104. 23 112 34 95 I
. - 165. 7 - 5141 51 70 5 i
: 106. 13~ 248 19 106 £
107, 20 112 29 103 ° =
108. 22 112 32 104 b
109. 3 5141 48 86 i :
11¢. 7 5141 54 89 I
111, 13 9858 57 90 .
112, 13 9887 57 90 & :
113, . 6 5141 68 70 - .
114, 19 7272 28 107 .

N
vm_{g

&

B-12




.\
b,
PP 4

T N RO TTACT KSR S A TR R N LI

2 o raremes s S man
v * -

I

T e hemied ....
v *

K Lo Lt QR
.
24 .
3 . R R

o - TS 4
115, 24 112 .31 - 10&
- 116, - 5541 . 68 - 89
117, 15 122 .92 73
118, .8 9888 99 57
119, 14 . 134 20 117
- 120, 14 131 21 117
121, 20 - 112 29 1%5
122, 3 5141 98 70
123, 8 9888 .- 99 . 72
K 124, 7 9888 . 110 57
- 125, 13 248 19 . 119
. 126, 19 772 28 121
A 127, i5 . 122 92 162 °

37 it 128, "4 5141 98 89
129, 3 5141 109 70
i} 130, 7 9588 110 72

1 131. 6 2888 116 57 .

132. 14 134 20 127 v
- 133. 14 131 21 127
. 134. 3 5141 169 89
s 135. 6 9888 116 72
~ 136. 13 248 19 132
137, 15 122 92 114
| 138; 8 9888 99 106
139, 4 96888 i28 57
— 140. 14 134’ 20 137
{ 141, 14 131 21 137
- 142, 7 9888 110 106
. 143, 4 9888 128 72
g 144, 3 9888 134 57
L3 145, 13 248 19 140
146, 15 122 92 126
M) 147, 6 9888 116 106
¥ 148. 3 9888 134 72
149, 14 134 20 146
~ 150. 14 131 21 146
i 151, - 8 9888 99 125
- 152, 13 248 19 149
~ 153. 7 9888 110 125
5 154, 4 9888 128 106
) 155, 8 9888 99 136
156. 6 9868 116 125
B8 157, 3 9888 134 106
B 158, 7 9888 110 136
159. 8 9888 99 145
- 160. 6 9388 116 136
161. 4 9883 128 125
L 162, 7 9888 110 145
163, 3 9868 134 125
F‘ 164. 8 9888 99 152
] 165. 6 9888 116 145
165, 4 9888 128 136
o 167. 7 9888 110 152
2 168. 3 9888 134 135
g - 169. 8 9988 164 46
: 170. 6 9888 116 152
g [ 171. 4 9388 128 145
& 172, 7 9988 167 46
173, 3 9888 134 145

AT AR e W "%“; kTS




SN, ¢« v . 3 ) At v, l.l.; o T — !
rg.!u w-l:r..lu _x(,-l.l“.“ —sjln.g ma.plnlu . ﬁa...s.}.:.v g ﬁ-ul:L ~sty3:c_ ri:.lau rssL «I..‘.IL F&’L arlxl’u g g 3 ﬁ m |
: N : 1A

« . N v . ‘ ) ,WMMMV

« 1 ¢ . ) :~ ) ' N ‘ )

. ) ' e .- ) ' : . ' J
[AVIRYo BEYu I o) .o ) . . T h
R . :

"‘. 1 i . . N '
, . . .
6 7 . .
~ < . S S
@ 0 . . _ ; :
® % W, - H
o . . , .
N L L : : . -
Wi . . . .

By Ay LN . . . : . . .
e SRR - 5|
rioap L FLEA . . . . : {
m,m Y . . ' . o a/rn
; v . . ) : e
2 . : b _
4 N . . . . - CL
F. oo . , . . -t . v vt /u.
w_ . . o ) . ) . .

_,a w . . 4 | - . s . . )
" . A T
syl ) S a . o . ' ’ o
. . o . o . ' . ! . . . B . .
= . , C o e ‘
. .. . . ’ . . Ry
: vl N T ' o . Y DA e Magia . e g aue o
. S L] P VT ' . .2 ! e o »J. ' L\ . L t -~



GONSTRUGT 7 -LABEL -

179, 2345

_—yt t LT
R P S

Yy o o -
Q. 5
- )

47, " " 651

178. 3988

1. - 651

2, . 712

176, 98688

SEGODN= Today
- NAJA “-our

FPARTI= party,

14

VES® . all

SOVETSKIJ Soviet
"NAROD ' people ,

H

PROGRESIVNA= Progressive
OBWESTVENNOST®  society

MIRA - (of) world
GTME(AQT ~mark

S50'LETIE 50th anaiversary
??ZETY (of) newspaper
PRAVDA "Pravda' .

)

BOEVOGO fighting
ORGANA organ
CENTRAL*NOGO (of) Central
KOMITETA : Comimitiee
KOMMUNISTI(ESKOJ (of) Communist
SARTII Party
SOVETSKOGO {of) Soviet
S0QZA Union.
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SOQZA Union
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GRAMMAR RULES

l 1. -100 192 106

2, 101 208 9888 £
3. 190 200 208 2
4, -101 200 9860 B
5. =190 480 448 4
- 6 160 680 5140 o
7. -101 " 641 9948 -
’ 8. 100 770 100 :
9, -101 716 9868
E 10. -100 986 988
11. -1p1 1208 9868
) 12, <100 1723 100 4
; 13, - =100 1889 100 .
. B 14, -100 zie? 100
5 15. 190 2206 208
| 16. 101 2200 9888
: 17. -101 2200 9780
~ W 18. -100 2889 9100
_ 19. 190 3200 32u8
) 20. ~-101 3208 9888
. 21. -101 4208 9888
22. -100 5142 100
- R 23. ~100 6110 149 -
. 24. ~190 6308 8100 i
- 25. -100 7192 100
_ 26. -100 8408 9100
27. -100 9192 91.00 N
. 28, ~101 9208 9988 C
29. -100 9300 9160
] 30. -190 9980 9888 . "
i 31. -1y1 13208 9888 '
: 32. -100 13900 10125 E
" 33, -101 15208 9888 r.
N { 34. 200 190 208 |
% 35. 208 101 9887
e 36. ~-200 101 9850
% || 37. -200 711 200
g LU 38. -200 1889 200
s 39. 200 2190 1298
N 40, -200 2101 9770
o 41, 200 5140 208
- 42, ~248 5141 9887
N 43, 200 7190 208
i 44, 200 7101 9850
oL - 45, 201 7101 9887
i : 46, 208 7101 9887 ;
R i 47. ~260 71990 1208 |
ol i 48. 208 9101 9587 |
P 49, -200 . 9190. 9208 ‘
7§ : 50, . -204 9688 9208 z
; gg 51, =300 100 100 j
> 52, =360 3190 3100
. 53. 306 10300 300 .
2 I 54, 478 - 107 458
g & 55 .. 458 105 468
e S 4 L ,
2 !% ' D-2




%

190

* . N
IO PTRl A N )

ey

88.

90.
91.
92.
93.
94.

95. .

96.

97.

98 .
99.
10.0.
101.
102.
103,
104.
105.
106.
107.
108.
109.
110,
111.
112,
113,
114,

448
438

-azs
-390,

-580
=580
-580
-578
672
672
621
-611
611
-621
-675
611
671
654
-611
~611
-651
-611
621
-611
-611
-611
~611
621
-671
-651
722
722
715
753
-715
777
777
777
777
711
711
711
711
711
711
-712
754
754
-717
-778
-753
-715
711
712
712
712
712
-712
-713

- 104

108
182
190
100
611
711
9906
192
102
100
100
300
300
676
757
712
712
755
854
1880
6508
7100
7100
7408
8300
9687
9800
9880
9900
100
101
101
102
100
202
203
204

265 -

201
202
203
204
205
207
208
631
611
621
779

1880

2101
2200
2202
2203
2204
2205
2207
2300

99G0

486
488
488
408
588
578
580

131
134
680
680

16300

16300
712
758
671
651
756
855

1868
6308
6860
680
8408
3800
9688
1511
678
12345
4100
1722
716
9888
770
202
203
204
205
201
202
203
204
205
207
208
757
755
717
712
753
9858
2200
2202
2243
2204
2205
2207
2300




TN

115.
116.
117.
118.
119.
120.
121.
i22.
123,
124,
125.
126.
127.

128,

129,

1s58.
131.
132.
133.
134.
135.
136.
137.
138.
1359.
140.
141,
142.
143,
144,
145.
146,
147,
148,
149,
150.
151,
152,
153,
154.
155,
156.
157.
158.
159.
160.
161.
162.
163.
164.
1e65.
165.
167,
1638,
169.
i7¢.
171.
i72.
173.

-711
=711
-711
-717
-711
-711
-715
753
-753
~753
-880
-H80
-880
-880
-89
-880
-1208
~1208
-1208
-1208
-1288
-1208
-1300
-1300
-1711
~1722
-31711
-1880
-1811
~1888
~1888
-2166
2101
2101
-2196
-2101
-2101
-2100
2190
2101
-2101
2101
-2190
-2161
-2100
-2180
-2190
2200
2200
-2200
2204
-2200
«2200
2280
-2200
2200
2200
-2200
-2204

1

3200
3300
4390
5141
5300
7300
9100
98867
9888
9553

100
2100
5100
6300
7100
9100

101
1889
2161
2890
7101
9101

100
7100

631

723

885

718
2100
9900
2208

192

200

208

200

716
1208
1889
2200
2200
2200
2308
2300
3208
6308
9300
9780

161

101

190

758

711
1889
2101
2101
7190
7101

7101

9688

3200
3300
4300
0887
5300
7300
9770

754

754

854
1880
1880

31880.

6800
1880

2880
9847
1208
9887
9208
2867
9967
7100
7100
1811
1723
865
7869
2100
12345
12208
2100
9780
9888
1208
9888
9848
2100
1208
9780
9888
9888
2308
9883
21,60
2100
9888
9770
9867
208
208
2200
2200
9887
9770
1208
9770
9887

2298
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E. 1 © 174, - . 2300 . 190 100
175, . - =28066 - © 192. .. 8300
176. - - =2300-- 5192 . 8300
£ g . 177. ~2360 . 7192 . 8300 . -
g, 178. 0190 - 100 160. .
3 - 179, -~ =3100 192 3160 :
¥ g 180, - - 3100 - 2100 2160
? 181. -3100 2192 3100 -
/4] 182, -31066  7192° 3100
24 183, 5208 *101 9887
< ’ 184, 3208 100 9887
185, -3200 . 190 3208
¥ 186, -3200 - 711 - 3200
¥ . 187. -3200 1889 $200
= 188, 352u8 2101 9868
2 15¢. 3208 2161 9887
- ? 198, -3200 2190 3208
3 191, -3208 4200 3208
2 192, 3218 5259 3258
; 193. 5208 5209 3248
- E 194, 3228 5259 3258
k 195, 3248 5289 3268
b 196. 5248 5279 3278
E 197. 3218 5269 . 3268
L 1985, -3228 5269 3268
£ 192, 3208 7161 9868
200. 5208 7101 9887
E 201, -3200 7190 3208
202, 3300 - 100 100
203. -3300 193 8360
E 204. -3300 5193 8300
b 205. ~3300 7193 8300
3 206, ~-3700 100 7100
[ @ 207. -$700 7100 7100
b 208, 3800 611 9650
F , 209. . -3800 631 9300
: 210. -4100 723 100
! aﬁ 211, -4208 100 9887
Jii W 212, -4240 488 4208
5 213, =424 3208 3208
7 ﬁ 214, -4208 7101 9867
£ 215, 4300 100 100
: 216, -43y0 194 8300
1 217, ~4300 5194 8300
: ﬂ 218, «4300 7194 8360
219, 5140 200 268
220, ~5141 248 9868
' ﬁ 221, 5141 641 9968
} 222, =5140 680 5140
1 223, -5141 . 716 9888
: g 224, -5141 1208 9888
- 225, . 5141 - 2200 9888"
- 226, -5149 . 2200 -, 208
Q 227 5146 3209 3200
£ E - 226, °  =~5141. 3248 9888
gy 229, - -510% 4208 9888
T 230« - ~5100:. 6308 . 5100
g i 231,  ~-5100: 8408 - - 9100
) & 232.:  =5i4%- 9248 9988
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292,
293,

294,
295,

296,
297.
298.
299,
s00.
301.
302.
303.
3046,
305,
366,
307.
308.
309.
310.
311.
312.
313.
314,
$15.
316.
317.
318,

~7101

-73101

7300
7300
-7500
-7300
~7400
-7880
-8300
-83500
-4400
-9190
-9190
.=9608
-9677
-9608
-9770
-9770
-9850
-9880
«-~9800
-10200
-310238
~312208
-12208
-15200
«-15200

13208 °

15208
100
197
5197
7197
7197
1889

100
1899

488

190
7190
101
631
7101
2160

7100

100
631
1511
756
855
758
855
488
488

9888
9888 .
-100
8300
8300
8300
8400
1880

100
8300
8300.
5140
5140
9677
9687
9677
9867
9887
9887
9980
9800
9887
9987

208
9208
13258
15208




