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Section I. Introduction

The primary goal of the studies carried out under this contract
was to investigate the effects of interpolated items on the learning
and retention of individual stimulus-response (S-R) units in paired-
associate learning. Specific experiments which are reported in Sec-
tion II were designed to determine the effects of interference pro-
duced by other jtems which occur naturally within the context of a
standard paired-associate task. The empirical results were useful
in formulation and evaluation of alternative mathematical models
for acquisition and retention of verbal information.

In addition to this primary goal, several investigations were .
carried out with the support provided by the contract in the .enc~ ..
area of cognitive processing of verbal information. The thread
which ties together the entire research program is the search for
-optimal strategies for the presentation of verbal material. In a
series of investigations reported in Section III, the effects of
variations in 1ist length (the number of items to be learned s:iul-
taneously) are studied within the context of a pair of learning
models, the first a discrete-state Markov process, and the second
involving a convolution of incremental acquisition and forgetting
processes. A related problem is the relative efficiency of various
part-list procedures. A study is reported in which German-English
pairs are learned under various part-list procedures, and th2 data
are predicted by a two-operator linear model.

A final series of experiments, reported in Section IV, are
concerned with short-term memory phenomena in the processing of
verbal information. In the first study, a factorial comparison
is made of visual and auditory input and output operations on
reaction tine in a simple memory task. Both visually and acousti-
cally confusing sets of materials were used, as well as a neutral

set. An auxilliary study was performed to obtain en empirical con-
fusion matrix based on visually similar letters.

A final set of studies on short-term memory was carried out
using pre-school children as subjects. The main variables of
interest were memory lcad (number of items to be recalled) and
load information (information prior to presentation about the
number of items to be presented in a serizl Tist).

Section II: Interpresentation effects in paired-associate learning

Background of problem: 1In a paired-associate task, the sequence
of presentations of a particular S-R item is imbedded in a remnlex
structure comprised of the presentations of other items in the jis:..
Between successive presentations of a given item from a list of N
pairs are interpolated from zero to 2{N-1) other items, for each ot




which the staie of learning may range from complete ignorance.tg
well-acquired. If the anticipation technique is used, an additional
factor is introduced, viz., the amount of time and/or effort which

the subject expends in trying to come up with the correct response
for each itam.

The effects of variations in interpresentation events on the
course of learning a given item are of interest in part because
of recent theoretical developments in statistical learning models.
For example, the trizl-dependent forgetting (TDF) model (Calfee &
Atkinson, 1965) incorporates explicit assumptions about the effects
of interpolated items on the acquisition of a given pair. A.cer
a study presentation, a pair is assumed to go into a short-term or
long-term memory store. An item in the latter <tate is considered
to be learned. If the item is in short-term memory, then succeeding
presentations may result in forgetting, represented as trarsition
to a guessing state. Estimates of the transition probabilities
from several independent sets of data, each of which the model
handled rather well (Caifee & Atkinson, 1965; Calfee, 1966a), all
indicated that learning was much more likely to occur if an item
remained in short-term memory since its last presentation than if
it had been forgotten. One implication is that massing of presen-
tations should lead to faster learning, a prediction which is not
in accord with numerous other findings. Greeno (1964), using a
design in which some items occurred twice in succession on each
trial, found that the second presentation produced little learning;
the same number of trials to criterion (twice the number of presen-
tations) was required for the experimental pairs as for those pre-
sented once per trial. Rothkopf and Coke (1963, 1966) found in a
free-recall task that better retention took place if successive
repetitions of items were <paced rather than massed.

Greeno (1966) has argued for a theoretical model in which an
item must be forgotten to be learned; i.e., if an item is in short-
term memory just prior to a study presentation, the study presenta-
tion will have no effect. An identifiable theory is stated involv-
ing transition parameters for transfer to long-term memcry from
either short-term or guessing states. The theory is applied to
data from Peterson's laboratory (Peterson, Wampler, Firkpatrick &
Saltzman, 1963; Peterson, Hillner & Saltzman, 1962) as well as
Greeno's. 1In general, transition from the guessing state is three

to four times more likely than from the short-term state according
to Greeno's analysis.

In the first experiment to be reported in this paper, Gree:n's
twice-per-trial technique is used to :valuate parametrically the
effects of massing on learning rate. In a second experiment, a
different type of mixed-list design is used to determine effects
of massing presentations, with the proviso that at least one other -
item intervene between successive presentations of a given pair.
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The third experiment tests another assumption incorporated in the
TDF model concerning the effects of interpolated items, viz., that
the amount of interference produced by unlearned items is substan-
tially greater than interference from learned items.

Method Experiment I

Subjects. Forty undergraduates enrolled in introductor:
psychology at the University of Wisconsin, volunteered to serve
as 5s, and were assigned in an alternating manner to the High and
Low Meaningfulness conditions.

Materials. Two stimulus sets of 15 CVC trigrams were se.c.ted
using Archer’s (1960) norms, a high association {HA) set (X=85,
range 80-90) and a low association (LA) set (X=14, range 10-17).

To obtain sets with minimal intralist similarity, no
consonant was used in the first or last positions more than once,
and the vowels (including Y) were evenly distributed within each
set. Resporse terms consisted of two digit numbers; the digits

1-9 were used with dpproximately equal frequency, repeating numbers
were not allowed, ard the choice was otherwise random. Pairirgs

of CVC's with two-digit numbers was randomized separately for each
S.

Each 15-item 1ist was divided into 5 sublists of approximately
equal assnciation value. Sublists wore then assigned to one of
the 5 spacing conditions descrited below according to a Latin square
design, which was randomiy selected for each block of 5 subjects.
In condition N, the 3 iterms were presented once per trial. In the
other conditions, each item was presented twice per trial with O,
1, 2 or 3 other pairs interpolated between the two presentations
for the respective conditions. Hence, if the pair HYP-27 was in
a sublist assigned to Condition O, then on each trial that pair
would be presented twice in succession with no other pairs inter-
polated. Between- and within-trial spacing are necessarily con-
founded -- the more interpolated pairs between the two prese...atioos,
on a given trial, the fewer pairs falling between the second presen-
tation on trial n and the first presentation on trial n+l. A trial
consisted of presentation of 27 pairs, however, and the between-
trial difference in interpolated pairs is proportionately much
smailer than within-trial variation.

An anticipation procedure was used. The stimulus term was
presented by a Carousel projector, and the S was given as much
time as needed to make a response. Response terms were always
available for reference on a card in front of the S. Following
S's response, the correct response was presented together with
the stimulus for a 2-sec. feedback period.




Procedure. Following instructions about the paired-associate
task, S was given a 3-item practice list (A, B and C paired with
3, 5 and 7) to a criterion of two errorless trials. Any questions
were answered by appropriate rephrasing of the instructions. The
experimental list was then presented with no trial breaks except
to change slide trays. Within the constraints of the spacing
conditions, order of presentation of items was random, except that
an item at the end of one trial was never permitted to be the first
item on the next trial. A response was required on each trial, and
S was encouraged to guess if he didn't know the answer. Training
continued to a criterion of three consecutive errorless trials.

Results. In Tabie 1A is presented the average trial of last
error to a criterion of 3 consecutive correct responses based only
on the first presentation per trial. An analysis of variance
showed that spacing had a significant effect, F(4,152) = 8.6,
p<.01, association level approached significance, F(1,38) = 3.2,
.10<p.-.05, and there was no interaction between the two varia-
bles. The more spaced are the presentations, the more efficient
is acquisition, a finding which is even more obvious in Table 1B
where presentations to criterion is presented, rather than trials.

In Table 2 are presented (A) total errors to criterion based
on first presentation only, (B) based on second presentation only,
and (C) summed over both presentations. Analyses of variance on
these statistics indicated that effects of spacing corditions were
significant in all cases, (A) F(4,152)=8.2, p«< .01, (B) F(3,114)=
48.4, p<.001, (C) F(4,152)=8.3, p<.0l. Association level ¢, ~ne. "ied
significance for statistic A, F(1,38)=3.0, .10<p<.05. The F-rat:)
for association level by spacing was less than 1 for all statistic:.
Errors based on the second presentation reflect short-term retentios .
There are virtually no errors on the second presentation for zero
interpolated pairs; as the number of interpolated pairs increases,
errors on the second presentation increase in a negatively acceler-
ated fashion. By the time three pairs intervene before the second
presentation there is a difference of only one error, on the averaie,
between performance on first and second presentations,

Errors to criterion for conditions 0 and N are virtually iden-
tical, while considerably more errors were required for the inter-
mediate spacing conditions. The possibility was considered that
short-term memory errors, i.e. those errors occurring on the second
presentation, might be relatively ineffective in the learning
process. However, the probability that a criterion run started
on trial n+l was equal to .093 in group HA if conditionalized on
an error on the first presentation on trial n, and equal to .086
for an error on the second presentation: the corresponding values
for group LA are .072 and .082. A criterion run is just about as
likely to follow a second-presentation as a first-presentation error.




Tatle 1A

Mean Trial of Last Error to Criterion
of Three Successive forrect Responses on
First Presentation

Group High Association Low Association

Interpolated Item

Condition
0 4.8 6.0
1 _ 4.0 5.2
2 4.1 5.2
3 3.9 4.9
N 5.4 6.4
Table 1B

Total Presentations of Last Error to Criterion
of Three Successive Correct Responses
Starting with First Presentation on a Tria}

Lo - . - ~ b

Group High Association Loy Association

e — e o e

Interpolated Itenm

Condition
0 8.6 11.0
1 7.0 9.5
2 7.1 9.5
3 6.8 9.1
1 5.4 6.4




~ with Predicted Values from Stimulus Fluctuation (SF)

Table 2

tiean Total Errors on First, Second or
Combined Presentations per Trial to
Criterion of three Successive Correct Responses,

and Random-Acquisition-Forgetting model

Group High Association Low Association
—]
Presentation 1st 2nd {Ist&2nd| 1st end |1st&2r
Interpolated Item
Conditicn

0 Obs. 4.3 .4 4.7 #‘ 5.3 .5 5.8
Pred SF 4.7 0 4.7 5.6 0 5.6
*  RAF 4.0 0 4.0 4.9 0 4.9
1 Obs. 3.6 | 1.7 5.4 4.6 2.2 6.8
Pred. SF 3.4 1.3 4.7 4.0 1.0 5.6
RAF 4.0 1.5 5.5 4.9 1.8 6.7
2 Obs. 3.7 2.4 6.1 4.7 2.8 7.5
Pred. SF 3.0 | 1.7 4.7 3.6 2.1 5.7
RAF 4.0 2.3 6.3 4.9 2.9 7.8
3 Obs. 3.5 2.5 6.0 4.3 3.1 7.4
Pred. SF 2.9 1.8 4.7 3.3 2.4 5.7
RAF 4.0 2.8 6.8 4.9 3.5 8.4
N Ob:? 4.7 -—- 4.7 5.6 -—- 5.6
S 4.7 - 4.7 5.7 - 5.7
Pred-mar |l 72 | D 7s I eh o 933
Note: Parameter values used for predictions for SF model were

HA:at=.52, J=.20, LA:at=.52, J=.16; for RAF model, HA:
ci1-¥)=.13, f=.44, LA: c(1-%)=.10, f=.41.




Experiment II

The general conclusion to be drawn from the first experimet
would seem to be that spacing of items substantially enhances the
effect of each feedback presentation. The second experiment was
desianed to evaluate distribution effects in paired-associate
learning using a between-Ss design. It is occasionally the case
in psychological research that significant effects of a given
variable depend on within-S variation, and are not observed when
varied between Ss. Results based on the first group of Ss run in
this experiment™in fact showed no effects of spacing, and the '

experiment was therefore replicated, with substantially the same
results, viz., no effect.

Method

Subjects. In the first replication, 45 undergraduates at.
the University of Wisconsin, Madison, served as Ss. In the
second replication, 48 students volunteered from the same Ssource.
A1l Ss were enrolled in an introductory psychology course, and
received experimental credits in return for their services. Within
each replication, Ss were assigned at random to one of three exper-

imental groups, with the restriction that there be an equal number
of Ss in each group.

Procedure. Each S learned a 15-item paired-associate 1:.t by
the a.ticipation technique. Stimulus members were the low associa-
tion CVC's from Exp. I; response terms were the set of 2-digit num-
bers. Instructions and pretraining were identical to Exp. I, as
was the general presentation procedure. There was no limit on
response time, and there was no intertrial interval.

The training procedure consisted of 6 anticipation trials
followed by a test trial (stimulus only), and then 6 more antici-
pation trials followed bv a test trial. Subjects were then given
a poem to read for about 2 min., and a final recail trial was
administered. The thvee experimental groups differed in the rel-
ative massing of subsets of experimental items during the two 6-
trial anticipation series. Group . served as a control group; the
15 items were presented in random order on each trial. in Group
II, the Tist was divided into 3 sets of 5 items each. If these
sets are labeled A, B, and C, then A comprised a control set, in
that each of the 5 items was presented once on each trial. Items
in sets B and C were presented in massed fashion; items in set B
were presented twice on all odd-numbered anticipation trials, while
items in set C were presented twice on 2ven-numbered anticipation
trials. In Group III, 6 items were selected for set A, and the
remaining 9 items were divided into 3 sets (B, C, and D) of 3 items
each. As before, items in A served as contrsl items and were pre-
sented once per trial. Items in B, C, and D were presented three
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times per triai, but each set was used on only one-third of the
trials. Set B items appeared on trials 1, 4, 10 and 13, set C
items on 2, 5, 9, and 12, and D items on trials 3, 6, 8 and ade
(This assignment of trial numbers and sets, which provides partial
counterbalancing of sets and order of presentation, was used only
in the second replication. In the first replication, sets were
run in the same order in both blocks of anticination trials.®
These assignment conditions achieve the following results: (1)
each trial consists of 15 presentations; (2) each item is gre-
sented for 6 anticipation trials in each of two blocks: (3) a
spaced control baseline is available both between and within con-
ditions. From Group I through Group 1II, there is a marked in-
crease in massing of items within the list. Thus, in Group I
(and for control items within each other group), the mean number
of interpolated pairs is 14; in Group II, the corresponding value
for experimental items is 6.3, and in Group III it is about 4.2.

In none of the massed conditions was an item repeated with 0
interpolated pairs.

Results

The primary results can be stated succinctly. Performance

on the two test trials during training and the final recail test
showed no effect on massing either between- or within-subjects.
Mean number of correct responses on each test is presented in

* Table 3. In the first replication, the differences between con-
ditions, which show a tendency toward better performance in Group
II, are not significant, F(1,38)=1.2, p<.10, and in the second
replication, the means are almost identical at all test points.
In Table 3 is presented proportion of correct responses for cpaced
and distributed items within Groups II and III. The differeuce
between Groups II and III in the first replication approaches
significance, F(1,28)=3.9, .05<p <.10, but this effect is appar-
ently fortuitous, since it is not apparent in the second replica-
tion. The interaction between groups and spaced vs. massec *+ems
within groups in the second replication is significant F(1,150)-8.0, 1
p«.05. Spaced items show somewhat better performance than distr:-
buted items in Group II, but this relation is reversed in Group III.
The same trend is found in the first replication to a much lesser
degree. However, there is no other difference, within groups,
between spaced and massed items.

Experiment III

This investigation is concerned with the amount of interfer-
ence produced by learned versus unlearned items. In the artici-
pation technique, both input (study) and output (test) operations
must be carried out by the subject, each of which has been shown
to produce substantial interference (Tulving & Arbuckle, 1966).

T e
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) Table 3

Proportion of correct responses on retention
test trials for Experiment II

Replication 1 (N = 15 per group)

Test Trial

Group 2 Minutes
7 14 Post-Acquisition
1 .43 .74 .73
II  Spaced .52 .84 .83
Massed .45 .84 .84
IIT  Spaced .35 .68 .68
Massed .42 .73 .08
Replication 2 (N = 16 per group)
Group Test Trial 2 Minutes
7 14 Post-Acquisition
I .42 .84 .85
IT  Spaced .54 .86 .86
Massed .39 .81 .79
IiI1  Spaced .40 .88 .88
Massed .44 .90 .89
9
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In the TDF model, it had been assumed that the largest part of
interference-produced forgetting could be attributed to input of
unlearned items. While this assumption is undoubtedly an over-
simplification, it is of interest to determine the relative effects

of learned versus unlearned items on acquisition of paired asso-
ciates. ‘

Method

Subjects. A total o 24 students at the University of Wiscon-
sin, Madison, served as Ss, and were assigned at random to one of
two experimental conditions. Each S was paid $2.00 for his parti-
cipation, which required from 35 to 80 min.

Procedure. A second set of 15 Tow association CVC's were
selected from Archer's (1960) list, by the same criteria used to
pick the original set of 15 items in the first set. The list of
two-digit response terms was also expanded to 30 items. The
expanded 1ist contained no double digits (e.g. 33), multiples of
10, or digit reversals (e.g. 23 and 32). For groups of 4 Ss, two
in each of the experimental groups, a list of 16 stimulus-response

terms was selected at random from the pool of 30. Stimulus-respons:

pairings were randomly determined, as was presentation order, for
6 blocks of 4 Ss each. Instructions, pretraining, and general
procedure were the same as the preceding studies.

In Condition L (Learned), Ss were given a list consisting
of 12 pairs from the basic 16-item list for 8 anticipation trials.
There followed, without interruption, a series of trials on which
4 E (experimental) items, together with the 12 "learned" items,
were presented until a criterion of 3 consecutive errorless trials
was achieved for the 4 E items. Each E pair was presented twice
per trial. Two of the pairs were vepeated on each trial with 2
"learned" interpolated items, the othew 2 pairs with 4 "learned"
interpolated items.

In Condition U (Unlearned), Ss were given stimulus famiiiar-
ization training on 12 stimulus terms by means of 8 free recall
trials. Following this training, each S learned a 16-item list
consisting of the 12 familiar items plus 4 E items, the latter

repeated on each trial with either 2 or 4 "unlearned" interpclatad
pairs,

Results

Mean trials to criterion for E pairs in Condition L was 3.5,
while for Condition U this statistic was 5.5. This difference is
statistically significant, F(1,22)=5.4, p<.05. Spacing had no
effect, nor did any of the variables interact. Not all Ss had
acquired the 12-item list by the end of the 8 training trials. and

10
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there is evidence that degree of associative performance on the
prelearned list is divectly reflected in rate of learning for th-
4 experimental items. For example, in Condition L the rank-order
correlation between number of ervors on the last two training
trials of the 12-item list and number of errors for E items on
the second and third experimental trials was equal to .61 which
differs significantly from 0 at the .05 level. That this corre-
lation does not simply represent subject-selection factors (the
better Ss might learn both lists more rapidly) is suggested by
Tooking at the same rank-order correlation for Condition U, using
number of items omitted on the last two free recall trials as the
covariate, which yields a correlation of .11. Thus, it seems
reasonable to state that the more completely learned were th itew
in the 12-item list, the less interference was produced and the
more rapidly the performance criterion was achieved.

Discussion

The results of the first experiment extend the finding of
others (Greeno, 1964; Izawa, 1966), that acquisition efficiency,
measured by trials to criterion, is improved by increasing the
spacing between successive reinforcements of a paired-associate
item. A number of different theoretical ideas can be put for-
ward to account for this result.

The stimulus fluctuation model of Estes (Estes, 1955a, 19%55b;
Izawa, 1966) which was developed to handle distributional phen-
omena in verbal learning, makes the general prediction that under
spaced conditions, fewer presentations should be required tc reach
criterion. The principle assumptions of the model are:

(1) The stimulus member of each item comprises a set of N*
cues or stimulus elements, of which a subset of size N
is available for sampling on each trial.

(2) Individual elements move from the available to the un-
available subsets (and vice versa) over time, the proba-
bility of a transition occurring over any small time
period At, being a constant value.

(3) On each trial, the entire set of available elements is
sampled, and with probability ¢, those elements in the
sample not already associated to the correct respor.-
become conditioned.

(4) Each element is either conditioned to the correct resporise,
or is unconditioned. Items remain in the conditioned state
once there. The probability of a correct response during

a test is equal to the proportion of conditioned elew.t:
in the sample.

A number of theoretical predictions can be derived from these
assumptions which are applicable to the data from the first study

in particular. In deriving these predictions, we will follow the
notation introduced by Estes: .

I
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qn = probability of an incorrect response before the nth
reinforced trial

F, = probability that a given cue is conditioned after tne
nth reinforced trial

J = W/H* or the proportion of elemenis in the available
sampling set

al = probability of an interchange of cues between the.available
an? unavailable subsets during a single presentation inter-
va [

Two theorems, proven by Estes, are also useful. First, the proba-

bility that a cue in the unavailable set during the prﬁientation

of an item is available k presentations later is J(1-a .). Second,
the probability that a cue available during a presentation, is also
available k presentations later, is J+(1-J)akt. Finally, it will

be assumed for simplicity that the conditioning parameter, C, is
equal to 1.

From these assumptions, it can be shown that the underlying
conditioning process takes the following form for Experiment I:

Fo=9

Fy = g+(1-g)d=(1-0)g#d

Fp = Fy+(1-F1)0(1-akt) (1]
= 1-(1-9)[1;J(l-akt)l

F3 = Fa+(1-Fp)d(1-a(25-K)t)

= 1-(1-g)(1-0) [1-3(1-akt) } (1-(1-a(25-K)t);

where k is the number of interpolated items between the two presen-
tations on a trial. The change from one reinforcement to the next
follows this pattern: F,, the number of conditioned cues following
the nth reinforcement, iS equal to Fn.1, plus that proportion of the
unconditioned cues on n-1 which were~unavailable on n-1, but became
available.on n, viz, a proportion equal to J(1-amt), where m is the
number of other interpolated ttems between n-1 and n. The general
form of Fn on even presentations, which is the value of F, following
the second presentation on a trial for repeated items, is™

FU-‘-‘Q
N=2 o n-2
Fo = 1-(1-g)(1-0) [1-3(1-akt)] 2 b 1-a(1-a(25-K)Y 17
n=2,4,6...
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The form of the equation for ggg_presentations, i.e., following
the first presentation on a trial, is

- n=1
Fp = 1-(1-9)(1-J)-{[1-J(1-akt)1[1-a(1-a(25-k)t)15‘2';

(3]
n=1, 3, 5...

The probability of an error on the test trial immediately pre-

ceding the nth reinforcement is equal to the probability that

gach individual element is in the unconditioned state, times the
probability that the each element which was in the available sam-

ple on the preceding feedback event (and hence was in the con@mtioned
state) has moved to the unavailable state during the intervening

ﬁime period (cf. Izawa, 1966, p. 912 for a more detailed derivaticn).
ence

ap = (1-F,)(1-amt) (4]

where m is the number of interpolated items since the last study
item. For even values of n, i.e., for the first test presern’-*:on
on each trial, m is equal to 0, 1, 2 and 3 for the various groups
of items. For odd values of n, m is equal to 25, 24, 23 and 22 fu
the same respective groups. By summing the error probabilities
over all trials, a theoretical expression for total errors to cri-

terion on the first and second presentations on each trial for re-

peated items can be obtained:
Ty = (1-9)+(1-g)(1-0)(1-a(25-k)t)[1-)(1-akt))
1-[1-d(1-aKt) ] [1-d(1-a(25-K)t))
T2 = (1-g)(1-9)(1-ak?) [5]
1-[1-3(1-akt) ] [1-3(1-a(25-K) t) ]

Finally by summing Ty and Tp, it can be shown that overall total
errors to criterion, T, should be constant over all spacing condi-
tions,

Ts= Tl'i-TZ = _(_lsjl_ | [6]

The effect of increasing the number of interpolated items is to
increase the errors on the second presentation on a trial, b.¢
there should be a corresponding decrease in the number of errors
on the first presentation. In fact, total errors in the N and O
item groups were equal, as predicted. However, the number of total
errors in the ', 2 and 3 item groups were significantly greater
than the other two groups. Estimates were obtained by a least-
squares procedure for the L%w and High association lists. It was
found that the parameter, a%, was constant over the two associatior
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levels at a value of .52. The parameter J was equal to .16 in the
Low group, and to .20 in the High group. The fact that material
of high association value has a higher proportion of cues available
for sampling could arise either because more cues are available on
each trial from a base set which is invariant in number over ass-
ciation levels, or because with meaningful material, a smaller
base set of cues is necessary for adequate performance, whi1e'the
number of cues ir the available sample is constant over associa-
tion levels. Without a much more detailed analysis, which is not
appropriate in view of the failure of the basic prediction of con-
stant total errors, it is not possible to choose between these two
alternative interpretations.

These parameter values were used to predict the eighteen
observed statistics in Table 2. As may be seen, the fit is not
very good for either first or second presentations in item groups
1, 2 and 3, reflecting the fact that the prediction of constant
total errors is not met by the data. The error in excess of the pre-

dictions are shared about equally by the first and second presenta-
tions.

A second theoretical analysis, which rests on a two-component
memory (i.e., postulation of separate long-term and short-term
memory processes), assumes that for a transition into long-term
memory storage to occur, an item must have been forgotten siice
the previous reinforcement. Greeno (1966) presents a Markov mod::]
for verbal learning i which on each presentation, an item can be
in one of three states, L (long-term memory), S (short-term memory)
and F (forgotten). The general form of the model is described by

;hs transition matrix and column vector of response probabilities
elow,

State on trial n+l Pr(Correct | row state)
L S F ‘ - -
L |1 0 0 1 1 o
State on (7]
S ¢ (1-c)h (1-c)(1-h) 1
trial n
F i d (l-dh (1-d)(1-h) g

As mentioned earlier, Greeno presents evidence from several
experiments in support of the statement that transition to L occurs
only from F, i.e., ¢ = 0. In order to apply the model with this
restriction (¢ = 0) to the present study, let h = 1-(1-xM), where
m is the number of interpolated items since the last reinforc-menrt.
(That is, h is a decreasing exponential function of m, such that
following zero interpolated items, a pair remains in S with

14
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probzbility 1, while after a large number of items, a pair is

very likely to have been forgotten.) On the first presentation

of each trial, hy = 1-(1-x23°K), which will differ negligibly from
0 in the present study (e.g., consider Peterson & Peterson, 1959).
Following the second presentation, hp = 1-(1-x.,, where k is the
number of interpolated items. If the state probabilities are
represented by lower case letters subscripted with the presentation
numbers, then pn, the probability of a correct response on the nth
presentation, and the state probabilities are described by the
f21lowing equations,

pn = dp + sn + ofy

X = {1 + dfn-y (8]
Sn = hisp_p + hi(1-d)fp.y |

= (1-hj)sp-1 + (1-d)(1-hj)f .1

S
[

where i is 1 on even presentations and 2 on odd presentations. It
can be shown by induction that for even values of n, (on the first
test presentation of a trial)

fy = {(1-d) [1-d(1-hp)] }n-1
S, = 0 [9]

For odd values of n, the state probabilities are

fn (1-h2)(1-d) SL( 1-d) [1-d{1-hp) ]} n-1

Sn © hz(l'd)'{(l-d)ll-d(l-hz)i}."'l

These equations can be used to derive the expected total errors on
the first and second presentations. Except for labeling of the
parameters, the expressions are identical to the stimulus fluctua-
tion model, and by inspection of the transition matrix, it can be
seen that prior to entering L, the process will have to be ir F
for 1/d trials, on each of which an error is 1-g, so that total
number of errors over the first and second presentations is again
predicted to be constant over all spacing conditions at

[10]

T=ls. [11]

Another model, which involves incremental acquisition and
forgetting processes, is described in Section 3. This latter
model, which was developed to handle list-length variation in
paired-associate learning, does not predict constancy of total
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errors, but instead comes close to predicting the observed pattern
of total errors. The model is not without its own problems, how-
ever, and these will be considered in some detail in Section 1II.

To anticipate one aspect of that discussion, a problem which
arises in studies of the effects of spaced presentations on p@lred-
associate learning is that, when test trials are given, with in-
creased spacing there is a concomitant increase in the rate of
errors on tests. It may well be that the deleterious effects of
massing arise because the subject is not receiving appropriate

feedback about the adequacy of his storage strategies with massed

presentations. I.e., errors may provide information to the sub-
ject that he hasn't learned particular S-R pairs and needs to do
additional encoding. Evidence on the role of active responding
(and, in particular, of errors) on acquisition of paired associates
is sparse. It has been shown that an uninterrupted sequence of
study trials, during whizh the subject makes no responses, and
hence receives no information about the effectiveness of his
storage operations, is a relatively inefficient technique (Izawa &
Estes, 1966). Data from a study now in progress (Watters, 1966)

in which the subject times his own feedback interval under an
anticipation procedure show a big difference in intervals following
precriterion successes and errors, the iatter intervals being much
longer. These findings suggest the importance of further investi-
gation of the role of the response in learning verbal associates.
For the present, theoretical models based on spacing effects, shori-
term memory effects, or the idea that effective feedback is more
likely to be associated with errors than correct responses, cannot
be differentiated from one arother on the basis of available data.

The failure to find any significant difference in Experiment II
as a function of massing of items either within or between subjects
seems surprising in view of the results of the initial study. How-
ever, - the greatest decrement in efficiency due to massing is seen
with zero interpolated pairs. Even in Group III of Experir-nt I.,
where massed items are presented three tiwmes oer trial, the rando
ordering was constrained so that an item was never repeated twice
in immediate succession. The number of presentations per trial was
also shorter in Experiment II (15 as compared to 27 in Experiment I, .
Even taking these factors into account, the result is unexpected.
Based on the low association data (presentations to criterion) from
Experiment I together with the average number of interpolated items
separating successive presentations of massed and spaced items in
the second study, one would predict that the massed items would
require about 8.8 presentations to reach criterio:, compared with
about 7.4 for spaced items. At none of the test points for either
replication is there any indication of superior performance for the
spaced items. At the same time, the short-term retention effects
of massing can be observed by a decline during training trials in
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the probability of an error over successive repetitions within a
trial. Averaged over ali trials, the probabilities are .65 and
.55 for Group II, .62, .44 and .29 for Group III. These values
may be compared with the corresponding presentations of spaced
items, 57 and .51 for Group II, .69, .59 and .54 for Group III:
Comparison of these two sets of values shows a much greater decline
over pairs (or triplets) of presentations for the massed items
versus the spaced items. Apparently, as long as variation in the
degree of spacing of items does not exceed certain bounds, the
subject is able to allocate his associative efforts in such a
fashion as to learn all items with about equal efficiency. A
complete specification of these boundaries is not possible from
these data, but one significant limit is irmediate rctest

and reinforcement of a previously presented item. Such an opera-
tion is simply a waste of time.

The results of the final study show that a major source of
interference in verbal learning is produced by unlearned items in
a list, and, by implication, results from the active processing
and storage of information by the subject. Using a short-term
retention design, Tulving and Arbuckle have shown that signifi-
cantly greater interference results from input or study presenta-
tions as compared with output or test presentations. Posner and
Rossman (1965) have also found that as the amount of information
; processing required during an interpolated task is increased,

higher rates of retention loss occur in short-term memory. The
design used in Experiment III was such that not all the items in
the prelearned list were well-acquired prior to training on the
experimental list. In other words, some of the “"learned” items
had not in fact reached criterion. Four subjects in Group L had
reached a criterion of one perfect recitation of the first list.
Trials to criterion for the experimental items for these subjects
were 2, 3, 4 and 4.5, which don't seem unreasonable values for
learning a 4-item list. The four best subjects on the preliminary

recall task in Group U required 4, 7, 9 and 14 trials on the experi-
mental items.

An alternative interpretation, to be contrasted with inter-
ference-produced forgetting, is that unlearned items are .ntified
by the subject and "selected" for learning. Thus, on any trial the
subject's attention is limited to a relatively few items. In Group
L, the selected items are E items, whereas in Group U, any of the
items may be chosen. Battig (1966) has suggested that subjects can
identify and respond in a differential fashion to learned items in
a paired-associate 1ist. In the present experiment it might be
reasonable to suppose that subjects isolate unlearned items.
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Section III: Incremental acquisition and forgetting processes in
paired associate learning

In studies of verbal learning, acquisition rate typically

decreases disproportionately with total amount of material (McGeoch &

Irion, 1952, pp. 487-496). For example, mecn trials to criterion
is greater as the number of S-R items in a paired-associate list is
increased (Carroll & Burke, 1965; Runquist, 1965, 1966). This
decrement in learning rate has been attributed (Atkinson & Crothgrs
1964; Calfee & Atkinson, 1965) to the additional interference which
haturally occurs with increased list length. As represented in the
trial-dependent-forgetting (TDF) model, each reinforced presentation
of an S-R pair has the effect of moving that pair either to the
long-term (L) or short-term (S) memory states of a Markov process.
For items in either of these states, the correct response occurs
with probability 1. Every time some other pair is presented, as a
consequence of the interference produced, some items in short-term
memory may be forgotten, which is represented in the model as a
return to an unlearned (U) state. The overall interference in-

Creases with longer lists, leading to the poorer performance which
is usually found.

In a study in which paired-associate lists of three different
lengths were used, the TDF model in a slightly revised form gave an
excellent account of the data, compared with several alternative
formulations. Nonetheless, in two respects, this model is less
than satisfactory. First, the estimated parameter values iyl
that following a reinforced presentation learning (i.e., transitior
to state L) is far more probable if an item is in state S than sta::
U prior to the feedback presentation. An optimum schedule would
therefore involve massed presentations of each item in the list,
contrary to results obtained by Greeno (1964) and Calfee (1966b).
Secondly, state L is an absorbing state in which probability of a
correct response is unity. The model thus predicts that if one
list is learned to a strict criterion, and then a second list is
learned, subsequent test performance on the first list should
show no retention loss. In fact, considerable forgetting is usuall:
observed under these conditions. One might argue, of course, that
such a procedure exceeds the boundary conditions under which an
absorbing-state model can be expected to hold up.

The TDF model is a special case of a class of three-and four-
state Markov models for verbal learning in which the assumption is
made that associations are formed by transition through two or
three discrete stages, in each of which probability of a correct
response takes on a constant value (Atkinson & Crothers, 1964; Bern-
bach, 196%, Greeno, 1964; Restle, 1964). An alternative represen-
tation of the learning process is the random-trial-incremental
(RTI) model of Norman (1964), in which each pairing of stimulus and
response is effective with probability C, and is otherwise ineffec-
tive. Effective feedback events produce a linear increment in the
probability of a correct response, while ineffective events leave

18




the probability unchanged. The probability of a correct response
following the nth reinforcement, P> 1s therefore a linear function
Of pn-lg

Pp = Alpyoy) = c(Xpp1+1-00) + (1-¢)p, 4
= [1-c(1-%) Ip,.1tc(1-w)

where A 1s the acquisition operator. This model was comparec to ‘
verious alternatives, including both Markovian and linear-operator

processes (Atkinson & Crothers, 1964), and proved more adequate
than other linear models, but generally yielded poorer predictions
than the long-short Markov model which was presented.

[12]

The RTI model may also be arrived at in terms of a dual-
process memory. Suppose that a stimulus-response pair can be
represented in memory by a set of distinctive features. The prob-
ability of a correct response depends on the number of features whic.
have been stored in long-term memory and are available for reference
when an item is presented. On some feedback presentations, no effort
is made by the subject to transfer features to permanent storage,
perhaps because of attentional factors. On other presentations, ti
subject affects a transfer of some number of features; the number
of features transferred is assumed to be proportional to the number
remaining to be transferred, which implies a 1inear operator if the
total number of features is very large.

In its original form, the RTI model cannot handle list length
effects without additional parametars for each 1ist. By suitable
modification to take into account the effects of interference pro-
duced forgetting, the model can he extended to account for variations
in Tist length, and its performance relative to Markov models is
also substantially improved. Further, the revised model can make
predictions about overlearning and distribution effects, as well
as retention losses due to learning of interpolated lists, which
are generally consonant with experimental findings.

The basic modification proposed is to assume that when a par-
ticular stimulus-response pairing takes place, the entire feature
list for that pair is stored in short-term memory. With probability
c, the S also engages in an encoding operation, in which some of tho
features are transferred to long-term memory. Following the tecdb:ci
interval, there is a gradual loss of information stored in short-
term memory about this particular pair, because of the 1imited capa
city of short-term memory and the need to process the other items
being presented. This ioss is also assumed to take the form of a !
linear operator, which is a function of the number of interpolated
items, where the limit of the forgetting operator is determined by
the acquisition operator. Specifically, the probability of an error
for a particular item on trial n following m interpolated items, and
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k effective feedback events, where f is the forgetting parameter, is

qksm:n : F(Qk,m-l,n) - qksm'lon * f(qukq"qk’m-l,n)
=%kq, [1-(1-F)™1 [13]
The process is presented graphically in Fig. 1.

Although the process may appear somewhat involved, derivation
of various statistics is remarkably straightforward. This p.esen-
tation will be somewhat abbreviated; for more detail on the RTI
model, see either Norman (1964), or the treatment in Atkinson,
Bower, and Crothers (1965). Consider a particular item for which
there has been k effective reinforcements through trial n-1, and
let Sph.q1 be the indicator random variable for the number of effec-
tive Teinforcements on trial n-1. Then it can be shown that Sn-1
has the binomial distribution with parameter c, -

P(Sp.q = k) =("]) cK(1-c)n-k-1 [14]

The rth raw moment of the distribution of response probabilities
on trial n, V. , 1is therefore

1 X=1 x-1 n-l

2
Ve o o= == 3 W P(s,_, = k)
a0 (x) SR SUOR "lons)
112

The term(x) and the sums on i and j take into account the possible
distributjon of interpolated pairs between the presentation of an
item on trials n-1 and n, respectively (cf. Calfee & Atkinson,
1965, for additional detail). There can be between 0 and X-1 other
pairs following the presentation on trial n-1, and each of these
events has probability 1. A similar analysis holds for the number
of interpolated pairs p?éceding the presentation on trial n. The
sum on k takes into account the number of effective reinforcements.

Making the appropriate substitutions in Eq. 15.

1\ — — .
1 r ' ST . |
47)2 a9 [-c(l-x))  § {l-r(l-f)”j} ' [161

In the case of the first raw moment or mean learning curve, th -
expression reduces to

. el ey X-T] 2
V1.0 =9y (1 c(lm)ﬁl ()1( f) J)) (7]
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For very long lists, the function approaches the RTI model in the
limit. I.e., the short-term memory is of no help in improvinga
performance, because the probability that any information remains
in short-term memory between one presentation and the next is
vanishingly small.

This model, which will be referred to as the RAF model (random-
trials-acquisition and forgetting), has several properties in common
with the TDF model. Acquisition due to feedback and forgetting
associated with interpolated items are both explicitly accourted
for. The model is semi-Markovian, in that if the proportion of
features stored during effective feedback events is reasonably
large, then there will be a small number of states which can be
differentiated on the basis of response probability. Thus, if
K is fairly small, e.g. less than .25, then after two or three .
effective reinforcements, the probability of a correct response is
so close to 1 that subsequent feedback events may produce no
measurable change in performance, and the subject may appear for
all intents to have reached an absorbing state. Performance may
exceed learning to a substantial degree with short lists, where
there is little interference-produced forgetting between successive
presentations. However, the effects of feedback presentations are
not washed out by subsequent interference; instead, performance
declines to the level of the basic acquisition process. For example,
suppose a subject is given five trials on a 4-item 1ist, by which
point performance should be almost perfect. Then five trials are
given on a second 4-item list, followed by a test trial on the first
list items. According to the RAF model, during the second-list
learning, probability uf a corrg;t response on the first list items
will decline to 1-q3 [1-c(1-x)]12 In the TDF model, on the other
hand, first-list items in state L will remain there during the
learning of the second list, while any item not in state L will
return to state U, or a chance level of performance. Finally,
the RAF model makes the rather interesting prediction that the
effects of variation in list length should appear only during
acquisition performance. If a list of length X is presented for
k reinforced trials, and a suitable delay involving some kind of
rehearsal-preventing activity is interpolated, then on a tes*
following the delay, the proportion of correct responses is pre-
dicted to be akconstant, invariant with changes in X, and equal to
1-q1 {1-c(1-g".

The relative adequacy of the TDF and RAF models was determined
initially by comparing their performance on two sets of paired-
associate data from experiments in which list length was varied.
Experiment SH is reported in detail in Calfee and Atkinson (1965).
Briefly, each subject learned a list of 9, 15 or 21 pairs, in which
the stimulus members consisted of two-digit numbers, and the respon.:
terms were one of the three nonsense syllables, RIX, FUB, or GED.

The 1ist was presented in a standard anticipation mode for a total
of ten trials with no breaks between trials.
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Experiment RH involved more difficult stimulus materials,
four rather than three response terms, and list lengths of 8, 16,
24 or 32 items. Otherwise, the basic procedure is quite similar
between the two studies. The stimulus items in the second study
consisted of 32 four-letter Russian nonsense words. Each of *he
31 letters in the Russian alphabet was used with approximately
equal frequency, and appeared no more than once in a given word.
The basic list of 32 items was divided into four sublists of 8
items each so as to yield minimal intralist similarity in the
judgment of the experimenters. Within each sublist, the first and
last letters are different for each item in the 1ist. The responses
consisted of the digits 1 through 4. The subject responded by
marking the appropriate column on an IBM mark-sense form. Two
random assignments of each response term to two stimulus items
within a sublist were prepared. A total of 16 subjects were run
under each list length condition, either 8, 16, 24 or 32 pairs.
Each sublist was used equally often for every list length, as were
the two random stimulus-response pairings. The number of trials
was fixed within each condition, an attempt being made to chose a
number which would reduce error rate on the last trial te about .25.
The number of trials for 8, 16, 24 and 32 pairs was 9, 12, 14 and
15, respectively. Subjects were given instructions about the task
and a brief pretraining list to familiarize them with the procedure.
After brief rest, the experimental list was presented. Stimuli were
printed on 3x5 cards. The first four items were dummy pairs, which
did not appear thereafter, and were included to eliminate any pri-
macy effects. Responses were self-paced, in that subjects were
given as long as necessary to record their answer. After the
response, the correct answer was then pronounced by the experimenter,
and three seconds later, the next stimulus card was presented. The
stack of cards was prepared beforehand, and kept behind a shield,
so that the subject could not see how much longer he had to go.

The mean learning curves for Experiment Il are presented in
Table 4. There is a substantial effect apparent as list length
increases from 8 to 24 pairs; the further increment to 32 pairs
produces little additional change in the performance curve. The
hypothesis of precriterion stationarity based on Vincent quartile
(Suppes & Ginsberg, 1963) can be rejected at better than the .001
level for all lists. As may be seen from the quartile data which

are presented in Table 5, the functions show a tendency to flatten
out at the shorter list lengths.

The data used in parameter estimation and primary evaluation
of the models were 4-tuple sequences of successes and errors for
individual stimulus-response pairs on trials 2 through 5 and 6
through 9, The 16 possible combinations of successes (s) and
errors (e) for each of these four-trial blocks are listed in Table
6 for the three groups in Experiment SH, and Teble 7 for the four
groups in Experiment RH.
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Probability of an incorrect response, trial by trial,
Experiment RH

Trial

W 0 ~N O O & W N =

o S T S S S
N B W N = O

Table 4

List Length

8 16 24 32
.66 .70 .76 .78
.61 72 .73 .72
.56 .65 .73 .72
.48 .65 .66 .67
.44 .54 .67 .66
.35 .54 .64 .64
.30 .48 .58 .56
.22 .46 .56 .56
.16 .40 .53 .49
.35 .47 .46

.35 .39 .41

.31 .37 .36

.36 .37

.33 .35

.31
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Table 5
Probability of an incorrect response
precriterion in Vincent quartiles,
Experiment RH

List Length

Vincent 1
Quartile 8 16 24 32

1 .67 .74 .76 77

2 .57 71 .73 .73

3 .64 | .69 .72 71

4 .62 .66 .66 .65
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Table 6B

Observed and predicted frequencies for 4-trial response sequences, trials 6-9, Experiment SH

21 Items

15 Items

9 Items

RAF  RAF2
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Table 7A

Observed and predicted frequencies for 4-trial response sequences, trials 2-5, Experiment RH
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For each of the models, the theoretical expression for the
probability of each four-trial sequence was determined. Following
Atkinson and Crothers (1964), let 05 5  be the ith,four-tuple for
Group j where the sequence begins on’t#ial n. Let N(0j j.n) be
the observed frequency of this sequence, and N(O; j n;g} be the
predicted frequency for a particular choice of thdJpdrameters, P,
of the model. Then define the function

N
X%i,5,n = IN(O; i) = N0y 5,017

N(O" ’d :n)

[18]

A measure of the discrepancy between a model and the data fro.
Group j is

2 & 5 6 2
xj‘m 1§I~ x‘i’j,z* =1 xisj:6 []9]

A discussion of the properties of this statistic can be found in
Atkinson, Bower and Crthers (1965), and in Holland (1966). .
Briefly, the quantity X¢; is distributed approximately as chi
square with 30 degrees o# freedom, disregarding loss of df due
to parameter estimates for the moment.

Paramete: estimates were found fog each experiment whjch.
yielded minimum values of the sum of X¢; over all groups wlthln.an
experiment. (The parameter search was tarried out to three decimal
places on a computer using a search program for parameters for
non-linear equations developed by the Mathematics Research Center,
University of Wisconsin. (University of Wisconsin Computing Center,
1966). This program, based on a method due to Marquardt (1963),

uses the method of steepest descent for initial closing-in to the
minimum in a space of several dimensions, and then gradually switches
to the method of Gauss for final determination.) In Table 8 are
presented the parameter estimates and total chi square values from
both experiments for the two models. Since both the RAF an¢ [DF
models are three-parameter models, there are 87 df for Experiment

SH and 117 df for Experiment RH.

Both models provide a reasonably gocd fit to the data. The

TDF model is somewhat more accurate in Experiment SH, a little osc
accurate in Experiment RH. Closer examination of the discrepancie:
between the RAF model and the data in Tables 6 and 7 shows certain
Systematic trencs; specifically, too many errors are predicted for
the shorter lists, tee few errors for longer lists. This pattern
becomes more evident if one considers total errors from trials 2 to
9, presented in Table 9. One modification of the RAF model which
seems reasonable considering relative interference produced by
learned and unlearned items is to assume that the forgetting func-
tion should reflect the error rate; specifically, that the amount
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Table 8

Parameter estimates and x2 values
for Experiments SH and RH

X2 value

Trials Trials Total ‘

Model Parameter 2 -5 6 -9

Exp. SH TOF .42 49.6 65.9 115.5
.11
.19

.09 60.7 90.2 150.9
.21
.45

.008 47.5 66.5 114.0
.20
.56

-» O

RAF

HhO D

RAF2

a0

Exp. RH TOF .33 73.8 147.2 221.0

.07
.25

-Hh T

RAF .13 81.2 126.7 207.9
.05

.20

.009 68.5 97.8 166.3
.09
.65

-HO D

RAF2

$HO
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Table 9

Observed and predicted mean total errors
on trials 2 to 9, Experiments SH and RH

Obs. TOF RAF RAF2

9 Items 1.21 1.29 1.65 1.53
15 Items 2.03 2.07 2.02 2.10
21 Items 2.50 2.58 2.16 2.36

Exp.
SH

8 Items 3.11 3.10 3.72 3.47

Exp. 16 Items 4.41 4.51 4.57 4.57
RH 24 Items 5.10 4.92 4.72 4.76
32 Items 5.00 5.07 4.77 4.84
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of forgetting produced by each interpolated item should be pro-
portional to the probability of an error for that item. In the
original version of the model, the probability of an error on
trial n after m interpolated items and k effective reinforcements
was

= kg, [1-(1-7)™)) [20]

qk,m,n

In the revised model, the equation for gk y n is the same, except
that the exponent of the forgetting process, m-1, becomes (m-1)Vy p,
which alters the forgetting function in the desired fashion.

A second modification arose from the following consider-tions.
As the number of items in a 1ist becomes greater, it should be
necessary to store in memory more features to allow successful
retrieval of the correct response. For larger lists, there is
almost always a corresponding increase in formal intralist sim-
ilarity because of limits on the number of distinctive units, i.:
the present case, alphabetic characters. If the number of featu.e:
stored on each effective feedback is more or less constant, then
the requirement of a larger total number of features for longer
lists implies that %, the rate parameter for the acquisition pro-
cess, should be larger for longer lists. (The parameter % is in-
versely related to speed of learning; the larger & is, the slower

acquisition occurs.) The specific assumpticn is thatais an expo-
nential function of 1ist length, X,

X, = 1} -:b(‘v‘"]

X

These two modifications only slichtly affect the mathematical
tractability of the model. Althouah the enuations for the learn-
ina process take cn a more formidable appearance, only minor
alterations were necessary in the theoretical expressions used

in the parameter-search computer program. The predicted fre-
quencies for the 4-triple response sequences from the revised
modelz RAF2, are presented in Tables 6 and 7; parameter estimates
and X“ values are in Table 8, As may be seen, thre fit of the
model is substantially improved with these modifications.
(Analyses of the effects of each of the modifications in turn
shoved that eaih modification contributed about equally to tt.
reduction in’X¢,) However, the model continues to deviate Sys-
tematically from the data in that too many errors are predicted
for short lists, too few for long lists.
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Two other extensions of the RAF model have been consideied,
but no final results are available at the present time because
of problems in carrying out the mathematical analysis. First,
if the idea about acquisition of verbal material by storace of
discrete features is to be taken seriously, then a more appropri-
ate formulation would be to replace the linear operator process
with an N-element pattern process (Estes, 1959; Atkinson & Estes,
1963). (The feature-list process has been suanested in one form
or another by numberous investigators, e.q., Atkinson & Shiffrin,
1965; Bower, 1966; Feigenbaum, 1963), As I, the number of fea-
tures or patterns, becomes small, there are significant chanaes
in the nature of the theoretical acquisition process. For ex-
awple, the limiting form of the proposed pattern-RAF model is
the one-element all-or-none model, whose properties are well
knovn (Bower, 1961) and differ considerably from the RAF model.
(Actually, a more suitable one-element analoa to the PAF model is
the TDF model, since the one-element all-or-none model does not
take into account short-term memory and interference-producer
foraettina,) The feature-list process has been worked out for
the two limitina cases, MN=1 and M=%, The derivations for inter-
mediate values of I are presently under investigation, but the
derivations have not been completed,

The second extension concerns the assumption that learning
or storage of information is more likely to occur following an
error than a success. One approach would be to assume that
effective reinforcements occur only on error trials. The result-
ing model is a two-operator linear process. The forgettina oper-
ator is experimenter-controlled (Bush & Mostellor, 1955) in the
sense that the subject's responses do not determine the number
of interpolated items. The acquisition operator is subject-
controlled, accordina to the relation,

On+l = AQ, if an error on n
Gp+l = Qp if & success on n

This particular model is not too difficult to work with, and

some analyses are presently underway. It appears that this modi-
fication of the PAF model will take care of a problem first noted
by Atkinson and Crothers (1964) and also found in the two list
length studies, viz., the random-trials-incremental process pre-
dicts too many errors during the first few trials. The modifica-
tion has the effect of increasing acquisition rate during the
early trials. However, this form of the model also predicts
constancy of total evrors over the various spacing conditions of
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Experiment I in the precedinc section. Hence, a more interesting
extension would be the case where learnina occurs following both
successes and errors, but with different probabilities of occur-
rence. This process is currently under study.

Mext, the application of the basic RAF model to the error
data of Experiment I in Section I will be considered briefly.
From Eq. 17, it can be seen that on the first presentation on
each trial, the probability of an error is

ay = ay [1-c(1- )11 , i =0, 2,4, ... [21]

since with more than 20 interpolated items from the last presen-
tation of the item, it is likely that short-term retention of the
pair will be neqliaible. Hence, total errors to criterion on

the first presentation for repeated items will be

Ty =) & D-c(14)120-1)

a [22]

1-  r-c(1-x0) 12

The model makes the strona prediction of constant errors to
criterion on the Tirst presentation for repeated items, More-
over, total errors for the once-per-trial items should be

ay/ {1 - [1-c(1-x)] ¢, implyinag that there should be noticeably
more errors to criterion for the once-per-trial items than for
the.first ‘presentation on repeated items. Total errors to cri-
terion from the second presentation for repeated items can be
found in a similar fashion to¢ be

Tp=0p 41 - .L-.(J.:.Q.k.iz?

kf :.')“U-C(l-lx)l:%(l-t’-(]-@)()l -1

o B ] g

P-00-c(1-2)1°}

vhere k is the number of interpolated items between the first
and second presentations. Parameter estimates of ¢(14X) and f
viere obtained by a least-squares procedure, and the predicted
total errors are to be found in Table 2, It is obvious that
total errors from the sum of first and second presentations
should increase with increased spacing, according to the model.

n
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In this process, the number of presentations required to reach a
reasonably stringent criterion is constant, independent of spac-
ing. The effect of massing is to reduce total errors to criterion;
this increase in correct responses prior to reaching criterion
reflects short-term retention. The failure of the basic model to
account for increases in presentations to criterion with greater
massing results from the assumption that effective feedback is
equally 1ikely every time a stimulus-response pair is presented for
study. Comments made previously about modification of this char-
acteristic of the model (e.a. differential probabilities of .on-
ditioninn after successes and-errors) are relevant here also.

The final study in this section concerns the use of learning
models to specify optimal strategies for presentation of verbal
materiai., Specifically, a two-operator linear model is examined
viith reference to the optimal allotment of presentation time to
the two halves of a "split" paired associate 1ist. This work is

an extension of Suppes' (1964) investigation of optimal block size
in paired-associate learning.

Suppose a list consists of m stimulus-response nairs divided
into blocks of k items, each block to be presented n times. The
problem was to Find that value of k which yielded the highest

number of correct responses on a test following the training series.

Suppes' finding based on the two operator model described below,
was that if learning took place at a more rapid rate than for-
aettina, then the block size should be as large as possible; i.e.,
choose k = m. If forqgetting occurred more rapidly than learnine,
then the block size should be as small as possible, k = 1, The
first procedure has been termed the whole-1ist method, and much
available data suagests that this method is more efficient.

The present paper represents an extension of Suppes' oriainal
paper, in which the requirement that each item be presented a
fixed number of times is relaxed. Suppose the material to be
learned consists of a list of 2m items, in which the first block
of m items is presented for t trials. On each trial, the m items
are all presented in random order. The second block of m itrrs
is then presented for T-t trials, following which a retention test
of the entire set of 2m items is administered. The problem is to
find a value of t which yields a mean error probability during
the test which is as small as possible. Since interference pro-
duced by the learning of items in the second block may lead o
considerable forgetting of the first item learned, it would seem
intuitively that the items in the first block should receive some-
what more than half of the trainina trials. The analysis below
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substantiates this conjecture, and indicates how the choice of
t depends on the learning and forgetting rate parameters.

It is helpful in reaching a solution for the more complex
case to consider first the very simplest situation, viz., a list
of two items. The first item is presented for t trials, and the
second for T-t. Assume that acquisition and forgetting processes
may be described by a two-operator linear model. 0n each rein-
forced training trial for item i, the probability of an error is
reduced by applying an acquisition operator 0,

%+l = O (94,0) = a0y 1241

whereas each time the other item is presented, the probability of

gn error for item i is increased by applying a forgetting operator
Fo

Jj,n+1 = np (qi,n) = Qgi’n + (1-b)g [25]

where q is the initial error rate. The operators N, and N are
first-order linear difference equations of the form

0(a,) = Rap + S

vhere R and S are constants. The well-known solution to this
process is

I+ = Ry + S 1-RD (261
1-R

The derivations in this paper are based on this result in large
part, and intermediate steps are omitted for brevity. The deri-
vations generally follow the pattern in Suppes’® paper (1964)

to which the reader is referred for further detail.

This two-operator model is similar f{n some respects to the
RAF model. Two important differences are (1) ¢ = 1, so that
every reinforcement is assumed to be effective, and (2) the
forgetting operator has the effect of reducing response proba=-
bility from the acquisition level reached following a reinforce-
ment to the base guessing level, Work is presently underway
to investigate the properties of the RAF model with regard to
block size and split list presentations. Since the forgetting
function affects only training performance and not long-term
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retention, then the basic model must predict no effect of block
size. For the RAF model revised so that learning is more likely
after errors, then whole list learning should bc somewhat more

. efficient in any circumstance. The relative inefficiency of var-
ious part-l1ist procedures remains to be determined.

For the special case of a two-item list, following t trials

on item 1, q; , will still be equal to q, while q ¢+ will equal

“"q- At the’end of training, the error probabilities for the two
itefls will be

E(ay) = Q% Qe""%a) = [1-(1-a%)pT-t1q
E(ay) = 0 T"%a) = a""% [28]

Hence the expected number of errors on the posttest will be
E{(g) = (1-bT-t 4+ at pT-t 4 4T-t)q [29]
The value of t which minimizes E(q) can be found by standard metho:';;

find dE/dt, set the derivative equal to zero, and solve for t. From
Eq. 5 we have

= {uT rhe | T-t
dE = {P b=t log b + t a) logfal] - a Tog %} q
at b, (51

.

[30]
Setting this derivative equal to zero yields the equation
1-ats= [(a)T-t - at] (’log a)
b Tog b [31]

A concerted effort to find a solution in t for this equation
was unsuccessful. However an approximate solution was arrived at
by noting that if a is not too close to 1 or t is relatively large,
the term, at, may be small enough to be disregarded. Assuming that

ab is negligible, then the optimal value of t is
= ’Mog a\
top =T - 'log (%-945)
log b - log a [32]

To the extent that the approximation holds, then for any value of a
‘and b, the number of trials which should be allotted to the first
item is a linear function of T. Moreover, the number of trials
remaining to be allocated to the second item is a function of a

and b, and is independent of T.
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As a tends toward 1 (slower learning), then item 2 should receive

a larger share of the trials, whereas if this parameter is close

to 0 (rapid learning) a single presentation of item 2 may be opti-
mal. On the other hand, if b is near 0, then it may be the case
that item 2 should not be presented at all, since any presentations
of this item will lead to virtually complete loss of the newly
formed association for item 1. (There is no requirement that the
two items be learned equally well.) If b is near 1, then more

trials may be allotted to the second item, because interference *
will be minimal.

Turning to the more general problem, assume that the list
consists of 2m items, where m>1. The items in a block are pre-
sented in random order on each trial, so that a particular item
may be the first, second, ...mth item presented on the trial.
Hence, between successive presentations of a given item, O to
2(m-1) other items may be interpolated; on the average m-1 items
are interpolated between successive presentations of a given item.
R precise derivation of the expected error rate following trai:ing
would involve computing the error rate for each random sequence
which might occur, and finding the expectation over sequences.
This derivation is very cumbersome, and so as an approximation we
will find E(q) based on the average location of an item in the
sequence. That is, consider an item which is presented in the mid-
dle position on each trial as indicated in the diagram below for

‘ block I where X represents a reinforced presentation of the “aver-
age” item, and O represents presentations of other items:

Bﬁoqgjl Block II ﬁ
/””;;ial 1 Trial 2 Trial t-1  Trial t ~ A,
‘ ,,—-o-«-.-d(_—u—-\ /---../L. --—'-—\ ) /-...V(’ _—— . A —
0--0 X\0----0 '0---0 X 0--0 "0--0 X000 0, X0 -0, 0 --0
\\ m-1 items‘}! T o v~
T y— items 2 (T-t)m
items presen-
tations

From this description of the presentation sequence, it can be seen
that the probability of an error for an item in block I at the end
of training will be in terms of the two operators QL and Qr

£(ay) = (Q Q™) tTg 0% 0 (T-t)m [33]

There are t-1 complete cycles of a reinforced presentation followed
by m-1 other items, and then on trial t, there is a partial cycle
consisting of a reinforced presentation followed by (m-1)/2 other items. ‘
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The items in biock II then constitute a total of (T-t)m presenta-
tions on each of which the forgetting operator is applied. Sub-

stituting *he first-order difference equation for the operators
yields

E(qy) = [1 + X(1-2) - ¥(1-az)]q
where X =a\t . tm- m-]
\6) P

2 [34]
y = p(T-tim + '.“,é_‘. | B

Z=_1-b™l
1-ab™ !

From similar considerations it can be seen that

_t-1 "
Elap) = (Q 0™ 1) g0 B

= [1+x' (1-2) - Y’ (1-a2)] [35)
where

“1.7-4.1 m=1
x/ = (abm 1)T t .Mb T

/ = p m=1
Y 2

The average error rate, averaged over items in both blocks, is simply

E(q) = ,l,.q [2 + (1-Z)(X + X*) - (1-aZ)(Y + Y)]  [26]
Since only the quantities X, X/ and Y involve the parameter t, with

respect to which a minimum is being sought, the optimization problem
is reduced to finding a minimum in t for the function

F=(1-2)(X+X) - (1-a2){y+Y"). [37]
The derivative is

dF = (1-2) dX + dX’ - (1-az) dv
dt dt dt dt [38]
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X = pim- mil/a‘t log (a%

at 5/ bl
%&1 = - (ab™)Tt-1p BL o0 (ab™) [39]
t
m=1 |
dy = - b{T-thm =3~ 909 b,
dt

when SE is set to zero, there is again no apparent solution i t

for the resulting equation. Following the strategy used for m = 1,
assume that if (1) a is not close to 1, {2) b is reasonably large,
and (3) T is not too small, then dX will be neqligibie, so that an

approximate value of top may be dt found by solving the following
equation for t:

0=-(1-2) &X/ - (1 - azZ) dv. [40]
dt at

Making the appropriate substitutions for the derivatives, elimin-
ating the common factor b®M{T-t), expressing log (abm-1) as (log a
+ (m-1) log b), and dividing through by log b yields the result,

_i_t'ﬂ"m) = (1-2) log a + m-]] . [41]
b mb™m {T-azZ) log b

Letting the quantity on the right side of the equation be rapresented
by ¢ and taking the logarithm, we have

t - (T-1) log(ﬁ%;\ = log C [42]

or

top = T-1+ log C
a
Tog(¢ ) [43]

If a<b, which will be the case with data to be consider:d
later, and if log C is positive, then the final term in the equation
above will be negative. Hence, the optimal number of trials will
be approximately a linear function of T, the total number of trials
available for both blocks, such that one or more trials should be
given to the second block, but the exact number is independent of
the total available trials.




The adequacy of the approximation was determined by program-
ming a computer to search for aptimal values of t, for which the
derivative of Eq. 37 is equal to 0. The parameter space 1ovked
at included values of a from .3 to .7 in increments of .2, b from
.90 to .999 in a roughTy exponential series (more closely spaced
as the boundary of 1.0 was approached), list lengths of 20 and 50,
and total trials, T, from 2 to 25. The approximation is quite
good (the difference between actual and approximate top is .1 or
lTess) except for a and b close to 1 (.995 or greater), and for

small values of m and T (1ists of less than 10 items, or fewer
than 10 trials).

Two properties of the parameters a and b are worth noting
briefly.  First, suppose asb. In this case, the proportionate
reduction in error probabi1ity which results from a study presenta-
tion is less than the reduction in success probability which occurs
whein another item is presented. (Recall that the operator Qp is
applied once for each interpolated item in a list.) From Suppes'
(1964) results, when a list is divided into blocks of size k, and
the items in each block receive an equal number of trials, Op.imal
block size is 1. That is, the first item should be presented T/m
times, then the second item, etc. Because forgetting takes place
at a faster rate than acquisition, perfect performance is impossible.
The expected error rate, E(q), following a total of n trials per
item for each of m items, with a block size of k, was shown by
Suppes (1964) to be

E(q) = q 31 - (1-b"M)(1-a) [(1-y"xn\ [1-x
(a) = 4 \ ( (legm : (fT:YX > (ﬁ~X"i}' [44]

where Y = a/b and X = bk, 17 a b, and the optimal block size of
1 is used, then Eq. 44 becomes

E(q) = ¢ $1 - (1-b™)(1-a")}
C m (1-bN) [45]

As n becomes large, E(q) approaches a limit of a(1-1/m). The
situation is perhaps more obvious if the guessing rate is close to
zero. Then the prediction of the model is that the probability of

a correct response after a large number of trials is 1/m; i.e.,

that only one item from the list will be learned. Performance
generally reaches a higher level than acquisition of a single item
in most situations, and hence it seems reasonable to suppose that
generally a<b, at least within the context of this particular
model. Crothers (persenal communication) has found better retent’on
under part-list than whole-list presentation with very long lists

of Russian vocabulary items, which implies apb. However, it still
seems doubtful that a block size of 1 would be uptimal. Rati.cr, 0.2
might question the adequacy of the model, which cannot predict that
intermediate block sizes will be optimal.
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Second, taking into account the magnitude of retention loss
typically observed in paired-associate learning, it is likely that
under most conditions b will be very close to 1. Suppose, for
example, that a 1ist of 10 items is learned to a rigorous criterion,
so that it is reasonable to assume that the probability of a correct
response is close to 1. Next the subject is given five trials on
a second, 10-item list, for a total of 50 presentations, on each of
which the probability of a correct recall of items in the first list
is reduced exponentially with parameter b. If b is .999, the reten-
tion loss is .05, while if b is as low as .99, the loss is about

.60; complete loss of the material in the first list is expected if
b is less than .95.

More generally the asymptotic probability of a correct response

after many training trials using the whole-list method, given a<b,
will be (c.f. Eq. 44)

lim E(q) = 1 - (1-a)(1-bM)
n —) = m{1-6)(T-abm-T) [46]

If b is not fairly close to unity, then even for relatively short
lists (e.g. 10 to 20 items), the asymptotic error rate is muc'.
nigher than is typically observed in paired-associate learning, in
which “"perfect" performance (i.e. a very low error rate) is readily
reached by most subjects. Given that b is approximately 1 and m
not too large, then (1-bM) = (1-b)m, and (1-abm-1) = (1-a), so that
the error ratewill be close to zero. To suggest that b be very
near unity means that the interference produced by a single inter-
polated S-R presentation is slight; the retention loss over a

series of interpolated pairs of even moderate length rapidly reaches
sizable proportions, however.

The fina. theoretical question concerns the efficiency of
split-1ist learning, given optimal allocation of triais to the
first and second blocks, compared with whole-list presentation.
wnile it has not been possible to prove this result analytically,
it appears that the whole-list procedure is always more efficient
it a<b. The expected error rate, computed numerically over the
same range of parameter values used in evaluating the approximation
tot ps wWas always lower for the whole-list method than optimal
spli%-]ist. Plots of the efficiency function, E(q) split -E(q) yhole

show that the exact value of the difference bears a complex

relation to the parameters, a and b, and the number of trials.
However, for values of a between .3 and .7, the difference in
error probability between the whole-list and split-1ist procedures
is slight (generally less than .05). Empirical support for the
theoretical prediction of a small loss in ef{ficiency when using
the split-list procedure, would be significant because often there
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are practical reasons to present material in blocks rather than using
the whole list, For example, the error probability during training
typically remains quite high for a considerable number of trials

with the whole-list method, which may cause the student to feel that
he is making very 1ittle progress, with a resultant lowering .’ mo-
tivation (Hovland, 1951). Under the special circumstances of the
experimental laboratory, this motivational decrement may often prove
inconsequential, especially since experimental 1ists are typically
short (less than 50 items). Outside the laboratory, and with fairly
long lists, the problem is probably of more concern, and it is of

importance to be able to specify the conditions under which the loss
in efficiency is slight.

e

The experiment described below was carried out to obtain some
preliminary data on the effects of variations in blocking procedures
on efficiency of learning foreign language vocabulary associates.

[METHOD

Subjects. -- Ten graduate students in psychology at the Univer-
sity of Wisconsin, Madison, served as Ss. None of the students had
any previous experience with the German language. Each S received
ten dollars (about $1.00 per hour) for his services.

Materials. -- The vocabulary items consisted of five lists of
50 German words. Each list was composed of approximately the same
number of nouns, verbs, adjectives, and other parts of speech.
Obvious english cognates were avoided. Within-list similarity was
kept Tow in the stimulus members by not permitting two or move
words from the same root to occur in a single list, and in response
terms by eliminating synonomous response terms within a list. Each
German stimulus word was printed on a 1.5 x 3.5 in. card, and the

appropriate english equivalent was printed on the reverse of ..e
card.

Procedure. -- Five different presentation conditions were used
in the study:

W Whole-list; a list of 50 words was presented in random order
for five trials.

$-5/5 Split-iist with a 5-5 division; the 1ist of 50 words was
divided into two 25 word blocks. The items in the first
block were presented in random order for 5 trials, and

then the items in the second block were presented for 5
triais.

$-7/3 Split list with a 7-3 division; the items in the first
block were presented for 7 trials, and then the items
in the second block were presented for 3 trials.
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S-9/1  Split list with a 9-1 division.

P A part-1i t presentation; the 50 words were divided into 5
blocks of 10 words, and each block was presented for 5
trials.

Subjects were run under a different condition-list combination
for five consecutive days using a Graeco-Latin square design so that
all 1ists and conditions were represented in a sequentially counter-
balanced order over a set of five Ss. Two different squares were
made up for the two sets of 5 Ss. At the conclusion of each training
session, a recall test (T-1) on the material just learned was admin-
istered. A second test (T-2) was given 24 hours later, just prior
to the training trials on the next list. (The second test for the
fifth day's material was also administered 24 hours after initial
training.) A final test (T-F) on all 250 words from the five lists,

randomly ordered, was performed from 3 to 5 days following the final
training session.

At the beginning of the first session, the subject was given the
following instructions:

"In this experiment you are going to learn some german we “.:.

Cn eaca trial, I will shuw you a card which has a german word printed
on it, and I will pronounce the word for you. You must either try to
give the english equivalent, or say 'No answer'. After you wave mad:
your response, I will tell you the correct english answer. You shoul:i
try to take no longer than 10 seconds to make your response. You will
be tested on the words you learn several times, so you should try to
retain them, but no discussions with other subjects, persons speaking
German, or dictionary study are allowed."

After answering any question by rephrasing the instructions, the
first training session began. A standard anticipation procedure was
used. On each presentation, the experimenter held up the card with
the german word before the subject, and pronounced the word. (The
experimenter had two years of undergraduate german.) After the sub-
ject's response, the english equivalent was spoken by the experimen-
ter. About 5 seconds later, the next stimulus was presenied. The
card decks were shuffled between trials. A Masonite divider sepa-
rated the subject and the experimenter, so that neither the stimulus
decks nor the data sheets were visible to the subject.

Results
In Table 10 is presented the mean error probability as a “unction
of condition, list and training day for each of the three tests. An-

alysis of variance of these data indicated tha% the presentation
technique was a significant variable during all three tests:
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Table 10
Observed error probabilities
at each test interval and for each condition
and predicted error probability

during initial test, T-1, in parentheses

Condition
Test
Interval " $-5/5 $-7/3  $-9/1
T-1 (10 min.)  .190 178 .192 .380
(176)*  (.193)*  (.218)  (.367)
T-2 (24 hr.) 228 282 204 .459
T-F (5 da.) .490 .478 552 .653

* Used for parameter estimation.
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T-1, F(4,28) = 17.9; 1-2, F(4,28) = 16.1; T-F, F(4,28) = 6.2;

p <.01 for each ratio. The day variable was significant durina the
final test only F(4,28) = 7.4, p ¢.01. No other sources of vaiiance
were significant. Thus, the lists were about equal in difficulty,
and there was no evidence of "learning-to-learn" effects over days.
The 9/1 split-list procedure was the least effective, followed by
the part-1ist procedure. The whole-list and 5/5 split-list pi~-
cedures lead to similar performance on all tests, with somewhat
mcre than half of the items being correctly recalled on the final
test under these conditions. Error probability on the final test
was a decreasing function of day number; i.e., the later in the
training series a list was learned, the better the list was recalled
on the final test. This result could be attributed to either greater
delay between training and test, or to the fact that more lists were
learned in the interval, or both.

In order to determine whether the data from the experiment may
be described by the model, it is necessary to estimate the parameters
a and b. This estimation was carried out by finding numerically
those parameter values which minimized the squared deviations of pre-
dicted and observed error praobability on the first test using con-
ditions W, P and S-5/5. The least squares estimates were a = .64
and b = .999. The predicted values for each of the conditions on
the first test are presented in Table 1. According to model, the
optimal division of the ten trials under the split-list condition
should ke 5.4 trials sor the first block. Thus the S-5/5 condition
should be optimal, but a 7/3 division should be only slightly worse,
according to the model.

In addition to first test performance, it is possible to nrre-
dict performance during the training sessions. For example, iet
T,(m) be the expected total errors during the first n training
trials of a list containing m items. It can be shown that

T,(m) = 1-(ay)" +[n - ]-(ay)"~ 1-y
T-ay I-ay T-ay

where y = b1,

Observed total errors from the first five trials of the training
series for condition P, the average of the three 3 conditions, and
condition W provide information about learning under list lengths
of 10, 25 and 50 items, respectively. (The first block data only
weire used from conditions P and S.) The observed total errors in
five training trials were 2.41, 2.94 and 3.11, and the predicted
errors were 2.52, 2.58, and 2.67. The predictions are not bad,
but leave something to be desired. (With b so close to 1, slight
changes in this parameter cause big differences in the predicted
values of the total errors. For example, if b is set equal to
.996, the p.edictions are much closer to the observed values --
2.62, 2.84, and 3.14. Test performance predictions become much
worse with this estimate of b, however).
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Without additional assumptions, the model cannot generate
predictions about performance on the second and final tests. It
is designed to account primarily for interference-produced for-
getting which may occur while a list is being learned, and it is
well-known that considerable extra-experimental forgetting occurs.
It is important to necte, however, that the relative ordering of
performance under the different experimental conditions is the
same for the long-term tests as well as the immediate test. The
effects of the presentation procedures did not wash out over a

period of about a week, and in this sense can be called long-term *
effects.

In summary, the two-operator model handled several important
aspects of the data very creditably. Given an estimate of the learn-
ing and forgetting rate parameters for a subject matter and for a
particular student popuiation, it is possible to predict perfor-
mance with longer lists and the additional training which may be
required to reach any criterion level. It appears that when it
is convenient, long lists may be divided into two sublists, and
with optimal assignment by presentation time to each of the sublists,
this split-list procedure will be very nearly as efficient as the
whole-1ist technique. The model is inadequate in several respects,
as mentioned previously. Its chief virtue is simplicity, and =van
so, piroblems of mathematical analysis arise. The theoretical and
empirical work described above nevertheless provide a stepping
stone to further progress in the study of efficiency in learning.
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Section IV. Acoustic and visual confusions in immediate memory

Recent investigations of human memory suggest that the stim-
ulus input may undergo several transformations over a period of
perhaps less than a minuyte or so (Sperling, 1966; Wicklegren, 1966;
Dale & Gregory, 1966). Restricting attention to visually-presented
verbal stimuli, the sequence of information processing may take the
following form: a brief visual storage period of no more tha. a
few seconds, an auditory or acoustically-encoded period of around
20 to 30 seconds (as if the subject had spoken or repeated the
material to himself), and finally an associatively-encoded repre-
sentation is achieved, which may last over in indefinite time in-
terval. This representation of the functioning of human memory
rests largely on the patterns of confusion errors in memory with
variation in presentation and retention intervals. The primary
study reported in this section was designed to shed further light
on the effects on short-term recall of the relation between the
mode of input--visual or acoustic--and the mode of output or testing,
which used analogs of the visual and acoustic input procedures.
(This study was conceived independently by William Chase, and he
was largely responsible for its dasign and execution.) A second

study was performed to obtain a visual confusion matrix based on
perceptual errors.

Method

Subjects.--The Ss were 11 female introductory psychology stu-
dents who received class credit for participation in the experiment,
and one female graduate student who was paid for her participation.

Design.--The experiment consisted of visual or acoustic rresen-
tation of the list for memorization, visual or acoustic presentation
of the test stimulus, and 3 types of material (visually confusing,
acoustically confusing, or neutral letters), comprising a 3x2x2
factorial within-Ss design. Each S participated in five 45-minute
sessions. On days 1 and 5 the Ss performed under all 4 combii.. -
tions of visual and acoustic presentation of the Tist with visual
and acoustic presentation of the test, using as stimulus materials
the digits 1-8. The first session provided the subject with some
experience in the task; the last session permitted an evaluation of
the magnitude of improvement over sessions. On days 2, 3, and 4
the Ss received 4 tasks a day, and over the 3 days, received all
combinatiuns of 4 tasks and 3 types of material. The order of the
12 conditions was counterbalancad by means of a 12x12 latin square
with one S per row of 12 conditions. ‘




Materials and procedure.--The stimulus materials corsisted of
lists of visually confusing letters (BCDGOQRU, cf., Chase, 1965),
acoustically confusing letters (BCDEPTVZ, cf., Conrad, 1964), or
neutral letters (ADHIMQYZ). With each type of material, lists
of 1, 2, or 4 letters were composed. Sixteen lists were made up
at each length, with each letter being used an equal number of
times. There were 8 lists with the test letter present and 8 lists
with the test letter absent. Each letter within a type of material
was used once as a test letter, and each serial position contained
an equal number of positive test letters. The set of 48 lists, 16
at each of 3 list lengths, was then randomly permuted, so that list
length and type of material varied randomly within each task condi-
tion. The same random sequence was used for all 4 conditions within
a day. Three practice lists, one of each list length, preceded each
set of 48 experimental lists. Prior to each condition within a day,
S was informed of the new task conditions.

Visual stimuli were typed on plain white index cards in capital
elite letters. lMemory lists were presented on 3x5 cards for a 5
sec. interval. Test letters were on 5x7 cards centered in tht
exposure field of a Polymetric two-channel tachistoscope. The
letters subtended 33' of visual angle when viewed in the tachisto-
scope.

Acoustic stimuli were recorded in a female voice on a Wollen.ak
stereophonic tape recorder. The memory list was presented twice
at a rate of .5 sec. per letter, with the second presentation
starting 2.5 sec. after the first.

A warning click sounded 5 sec. after the start of the presenta-
tion of the memory list, and tnhen 2 sec. later, the test letter was
presented, either visually or acoustically. The S's task was to
press one of two buttons marked "YES" or "NO", depending upon wheiler
or not the test letter was a member of the previously memorized list
of 1, 2 or 4 items. Half the Ss were assigned at random to press
"YES" with their dominant hand and half with their non-dominant hand.
The Ss were instructed to respond as quickly as possible without
making any errors. They were also informed that there were an equal
number of "YES" and "NO" responses arranged in a random sequence.

The latency of each response was measured on a Standard Elactric
timer to the nearest .01 sec.

Results

The median reaction time for correct responses was determined
for each task by type-of-material by list-length combination for a
3, based on the pooled reaction times from 8 "YES" and 8 “NO"
responses. A least squares estimate of the slope of the react in
time function over list lengths was then computed for each subject
and for each of the 12 basic conditions. This slope measure, which
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represents rate of search through the 1ist in memory, is the main
| dependent variable. An analysis of variance showed that the only
significant main effect was due to type of material, F{2,22) =
4.68, p<.05. Rate of search through acoustically confusing 1ists
was much slower (64.0 msec./item) than through the visually con-
fusing and neutral lists, which did not differ from one another
(46.1 and 48.0 msec./item, respectively).

There was a significant interaction between mode of list
presentation and mode of test presentation, F(1,11) = 13.05,
p £.005. As can be seen in Table 11, search rates are much
higher if the presentation and test is in the same mode (46.7
ms/item) than if they are in different modes (58.8 ms/item).

The intercepts of the reaction time functions were also
analyzed. The only significant effect was mode of test presenta-
tion; reaction time was faster to an auditory test stimulus than
a visual test stimulus by 117 ms., F(1,11) = 40.8, p <¢.001.

Discussion

The most significant results of this study were {1) the large
effect of acoustically ccnfusing material, (2) the absence of any
effect due to visually confusing material and (3) the faster pro-
cessing rates when identical input and output modes are used. The
first result is not surnrising in view of the studies
of Conrad and Wicklegren. For the time intervals used, there is
good reason to believe that the primary representation of verbal
materiai in short-term memory is of an acoustic or phonetic form.
The second finding is somewhat surprising in light of an earlier
study by Chase (1965) using identical materials and a very similar
memory search task, in which search rates through the visually con-
fusing material were slower than through either acoustically con-
fusing or neutral material. We have not come up with a very satis-
factory explanation for these contradictory results, but some prelim-
inary ideas are currently being investigated.

The last finding mentioned above has important beawring or
theories of memory. The ubicuitous finding of acoustic confusions
in memory would seem to imply a common format and storage location
for verbal material after the first few seconds cf processing have
taken place. Since information is more readily available for test
when similar sensory modes are used for input and output, then «ither
the "acoustic" memory tr ce might retain some type of sensory input
tag which facilitates retrieval differentially depending on the out-
put mode, or there might be different temporary storage locations
for material input in visual or auditory modes, even though the form
of the stored material in both Tocations might be acoustic. In any
event, the mode of sensory input continues to be an important factor
in retrieval, even after processing to a comnon format has been achieved.
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Table 11
Search rates in msec. per item as a function of

modality of presentation of list and test

Test Modality

Visual Acoustic

Visual 44,1 57.4 50.8
" List modality

Acoustic 60.1 49,2 54.6

52.1 53.3

i i

- 52.7
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While selecting materials for the preceding study, a v 'view
of the literature revealed that there existed no recent evaruation
of visual confusions among letters of the alphabet. Consequentiy,
the following study was carried out to obtain a complete visual
confusion matrix. This matrix was to be compared with a visual
overlap measure devised by Chase (1965) as a basis for selection
of a visually confusable set for his study.

Method

Subjects.--The Ss were 77 introductory psychology students run
in 9 groups of from 7 to 10 Ss per group. The records of 5 additional
Ss were rejected because they did not have data for every tric..

Stimuli.--Block capital letters were photographed to produce
a clear black image on a white background. The masking stimulus
was a random black and white checkerboard pattern with an equ:l
rumbar 2f black and white sguares.

Aoparatus.--The stimuli were projected from benind onto an
opaquc giass screen 8" high by 10" wide situated in the center of
a5' by 3' masonite panel. The £_ were seated 7-10 fee* from tne
screen. |

Two Anscomatic II slide projectors were used to present the
letters and the masking stimulus. Two Wollensak alphax camera
shutters were used to time the stimulus presentations of the letters
and blanking stimulus. The intertrial interval was timed with a
cam-timer controlling, a Cramer model 940A timer which controlled
onset of the letter stimuli and the masking stimulus, respectively.

Procedure.~--The sequencing of events during a trial was as
follows. The trials were spaced 5 seconds apart. A brief apparatus
click served as a warning signal, followed in /2 sec. by the letter
and masking stiumlus. The letter was exposed for about 20 msec.,
foliowed by abuut 30 msec. of darkness, and then followed by a
masking stimulus for 1 1/2 seconds. The masking sitmulus was used
to control precisely the duration of the visual afterimage.

A preliminary study was conducted in which the time between
letter onset and masking stimulus onset was varied in order t. de-
termine an expcsure duration which wouid yield about 50% error .
The duration chosen was approximately 50 msec.

Two hundred and sixty siides, 10 copies of zach letter i :
arranged in random order, 40 slides in each of 6 trays, and a
final tray with 20 slides. The order of presentation of the 7
trays of letters was counterbalanced across the 9 groups so that
each tray appeared at least once and not more than twice in any
serial position.
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The answer sheets consisted of 14 columns of 20 boxes on a
single sheet. Every other column was separated by a double line
S0 as to correspond to a block of 40 trials. The Ss were instructed
to make a response in every box, even if they had To guess. They
were Virst shown a few exposuves to acquaint them with the appar~tus.
The duration was gradually decreased to the exposure duration used
in the experiment so the Ss could first get an idea of the letters
used and the exposure duration used. They were then run on 40
trials at a pace of 5" per exposure while the experimenter called
off the number of the trial in advance. A short rest was given

after each block of 40 trials while the experimenter changed slide
trays.

Results and Discussion

The stimulus-response confusion matrix is presented in Table
12. The error rate varied from 60 to 90 percent for varicus items.
‘Substantial response bias was observed, some letters occurring as
responses with twice the frequency of others (e.g. Z vs L). ~'.2
pattern of confusions is gensrally along the lines to be expe.ted
from structural considerations, with some exceptions. For example,
the following sets are mutually cenfusable: C-G, E-F, I-J-L, 0-Q,
K-X, and V-Y. However, the following sets are not confused, though
it would have been. predicted from a visual overlap measure (Lu.3&,
1965): A-H, C-D, U-V, etc. The confusion matrix is being treated
by the multi-dimension monmetyric scaling procedure of Shephard (1954) .
in an effort to find a space of fewer than 26 dimensions to describe
the matrix. Tentative results lead te the conclusions that (1) a
space of about 6 dimensions is required to describe the data, and
(2) the dimensions represent specific complex combinations of the
sort represented by E-F vs I-J-L, and C-G versus 0-Q, rather than
more general characteristics such as vertical and horizontal 1573,

curved segments, etc. Additional work remains to be done in analyzing
these data.
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" Section V: Shokt-te?m memory in children

The studies reported in this section investigated short-term
retention in children as a function of the amount to be retained, |
and information prior to presentation about the amount to be retained. J
The initial study will be described .only briefly, since it is alread
available in a published report (Calfee, Hetherington & Walzer, 1965).
The study was designed to investigate the effects of within-subject
variation in list length on STM of pre-school children, -

Method

The Ss were 38 preschool shildren between 3.5 and 5 years of
age (X=4.T, S.D.=.51) from the Unitarian Society Nursery Scho.:,
Madison, Wisconsin., Each child was asked if he would 1like to play
a game; if the child was willing, he was brought to the experimental
room. There he was shown a collection of small toys, and told that
he might choose one toy as a prize for playing the geme weli. 4i1
35 received the toy of their choice at the end of the session.

Three Ss who asked te be run again were given a second session
a week or more after the first session. There were no noticeable

differences between sessions, and these data are included in the
analyses to foilow.

The stimulus materials consisted of a set of eleven brightlv
colored animal cards. Each card was shown to S, who was asked to
name the animal. If there was no response, S was told the answer,
and the process was repeated until S was familiar with each card in
-the deck. The experiment consisted of 24 trials, each trial-re=———— "
guiring about 1 minute, for a total-session time of about half-an-
_hour,. - -

On each trial a subset of 3, 4 or 5 cards was randomly selected 1
for presentation. The randomization for a child was arranged so
that each display size was used for 8 trials, and each serial position
was tested at least once for every display size. The selected cards
were shown one at a time to S for a 1 sec. interval, S called out the
name of the animal, and then the card was placed face-down in a hori-
zontal array in front of S. After the last card was presented, a
cue card which was identical to one member of the presentatior set
was held up, and S was asked to turn up the matching card in -..1e
array. If the response was incorrect, S continued to turn up addi-
tional cards until a match was obtained. The intertrial interval

was about 40 sec., during which time E arranged cards for the next
trial and chatted with S.
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Results and Discussion

In the bottom marginals of Table 13 is presented the mean pro-
portion of correct responses at each position for the three display
sizes. Position 1 corresponds .to the last card displayed prior.¢o
the retention test. The proportion of correct responses is a de-
creasing function of the number of cards intervening between the
test position and recall. The probability that the last card in
the display is correctly identified when it is the test posit on
varies between .85 and .90, and appears to be unrelated to display
size. It may be that this performance represents the best obtain-
able with preschool children in this task. The propertion of correct
responses in Position 2, the next-to-last card presented, va»<es from
.34 to .67, and is monotonically related to display size. As tne
display size is decreased (i.e., as fewer cards are presented), S
is more likely to recall the card presented in Position 2, and the
arount cof this improvement is greater than can be accounted for by
ciianges in the guessing rate.

The number of times each position was the first choice at each
test position is presented in the cells of Table 13 for the three
dispiay sizes. Investigation of these data indicates no generaiiza-
tion around the correct position was observed. (Such generalization
was observed in a study by Atkinson, Hansen, and Bernbach, 1964.)
Rather, there was a tendency at all display sizes to choose one of
the middle cards in the array when an error occurred. This tendency
is apparent in the distribution of error probabilities in the right-
hand margin of Table 13.

.. Since there appeared to be no generalization with the relatively
small display sizes used in this study, the hypothesis was éntertained
that, when the cue card was presented, either the child was able to
retrieve the position of the matching card from a short-term store,
or else the child simply guessed at random according to the non-
uniform distribution in Table 13. The following analysis was carried
out with this hypothesis in mind. Each child was allowed to turn
up cards until the matching card appeared. In Table 14 is pr sentcA
the mean number of cards turned up at each test position, based on
those trials when the first response was incorrect. The predicted
values are obtained from the all-or-none retrieval hypothesis men-
tioned above, and the empirical error distributions in Table 12,
(Independence of successive choices from irrelevant alternatives
was aiso assumed, so that following the choice of a card, the error
probabilities for the next choice were obtained by eliminating that
choice and renormalizing the empirical frequencies. For example, if
the initial choice of Position 1 was incorrect on a trial, the theo-
retical probability of choosing Position 2 next would be .74 for dis-
play size 3.) The predicted values in Table 14, in fact, give a very
good account of the observed data. If there is any noticeable trend
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Table 13

Frequency of first response i each position for
each test position and error frequency distributions

for three display sizes.

st Jetegtter T @
3 - Item List
1 3 12 1 - - 2 18
2 2 72 6 - - 13 .60
3 4 22 42 - - 2 22
P(E) .85 .68 .38 |
. 4 - Item List |
] N 14 4 4 - 2 .15
| 2 7 4 32 16 - 45 31
3 2 16 35 33 - 5 .36
4 31N 1N 29 - 25 .18
P(E) .85 .49 .43 .35
5 « Item List
] 62 9 8 5 1 23 14
2 3 23 15 14 6 38 .20
3 1 25 25 23 26 101 .40
3 1 8 12 13 8 4 16
5 0 2 6 10 2 18 10
P(E) .92 .32 .38 .20 .35
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Table 14

Mean -number of cards turned up before a correct
match, given that the first response was an error

observed and predicted (in parentheses).

List

Length
1
3 2.69
(2.65)
4 3.00
(3.14)
5 3.60
(3.62)

2.12
(2.25)

2.56

(2.58)

3.07
(3.31)
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Test Position

3

2.30
(2.53)

2.45
(2.70)

2.71
(2.80)

3.12
(3.18)

2.81
(3.55)

3.68
(3.98)
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| to the discrepancies, the predicted values tend to be slightly
higher thah the ohserved, which might indicate that the subiect
may occasionally have some idea about the correct position, even
though the first response is wrong. This interpretation would
accord with the finding of both Atkinson, et al, (1964) and Han-
sen (1965) that the second choice, following an initial error,
tends to be correct more frequently than chance would predict.

The second study in this series was originally designed as
an extension of the first study, using a wider range of list 1 ~-*hs,
varied again within subjects. In tne first study, the variation :n
size of the list was quite small in absolute terms (3 to 5 items),
while in the present study, each child was shown iists of 4, 8 or
11 items. A substantial decrement in performance occurred even with
short 1ist lengths for the wider-range condition, and the behavior
of the children tended to follow inefficient stereotypes, such as
tooking for the test card by starting at one end of the list and
working toward the other end. The thought occurred to us that, with
the wider range of list leng:h variatiocn, information about the nui-
ber of cards to be shown prior to each list presentation might serve
an important role both .. re-establishing a stronger recency effect,

and also by permitting other, "memory allocation®, mechanisms to
come into play.

Method

The subjects in Group NK (No Knowledge) were 16 children (mean
age, 4.6 years, range, 4.2-4.9) from the Preschool Laboratory, Uni-
versity of Wisconsin, Madison who were tested during the fall of
1665 by Pat Gottleib. Each child participated in two testing ses-
sions, with an interval of from 6 to & weeks between sessions. In
the first session, a presentation interval of 2 sec. per card was
used; in the second session, the presentation interval was 4 scc.
per card. There was no significant difference between sessior , so
the data were collapsed over sessions for analysis.

The subjects in Group K (Knowledge} were 14 children from the
Neighborhood House School, Madison (mean age, 4.5 years, rang. 2.5-
5.0), wio were run in the spring ¢f 1966 by Rogina Polesta. Each
child participated in a single session, in which a 2 sec. presenta-
tion interval was used.

Each child was asked if he would 1ike to play a game; if the
child was willing, he was brought to the experimental room. .There
he was shown a selection of toys in a box and told that he could
choose any toy as a prize for trying hard and plaving well. All
Ss received the toy they desired at the end of the session.
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The stimulus materials consisted of the same set of eleven
animal cards used in the first study. Each card was shown to the
S, who was asked to name the animal. If the S did not know the name,
he was told the answer, and the process was repeated urntil S knew
the names of all the cards in the deck. The experiment consisted
of two sessions of 23 trials each. Each trial with a preser. =7 an
interval of two sec. lasted about a minute, for a total session
time of about 30 minutes; each trial with a presentation interval

of four sec. lasted about ~ minute and a half, for a total session
time of abogt 40 minutes.

On each trial a subset of 4, 8, or 11 cards was randomly
selected for presentation. The randomization for a S was arranged
so that for each subset, every serial position was tested once per
session. The selected cards were shown one at a time to S for a
two sec. interval in the first session and a four sec. interval in
the second session. $ called out the name of the animal, and the
card was placed facedown in a horizontal row in front of S. After
the Tast card in the subset was presented, a ‘cue card which was
identical to one card of the presentation sot was held up, and S
was asked to turn up the card which he thought matched the cue card.
If his response was incorrect, S was allowed to continue turning
up cards until the correct card was obtained. The intertrial inter-
val was about 15 sec. during which time E picked up the completed
trial and took out the cards previously arranged for the next trial.

In Group K, the following modification to the basic procedure
was introduced to give the child information about the number of
cards to be presented prior to each list. The cards were laid out
during the presetnation cn a 30x8 in. board, which was marked >ff
into 11 sections by red stripes. Prior to each 1ist, the experi-
menter covered ail positions not to be used in the next list with
a masonite cover, so that prior to a 4-item list, oniy 4 sections
remained uncovered, etc. The purpose of the board was explail. ' to
the child following the familiarization training.

Results and Discussion

In Table 15, the probability of a correct response at each
serial test position is presented for each group and the three list
lengths. Of the 23 entries in Table 15, there are only two for
which the performance of Group NK is superior to Group X. The
overall mean probability of a correct response shows the performance
of the children with prior knowledge of the number of cards to be
clearly superior to the no-knowiedge group (.37 versus .24). The
largest differences occur when the most recently presented cards
are tested, but substantial performance gains also are abserved for
the first card presented as weil as intermediate positions.
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Table 15

Probability of correct response at each serial
position as a function of list length with
knowledge (K) and no knowledge (NK) of number
of items to be stored away

Positicn
1 2 3 4
K 1.00 - .64 W21 .29
NK .72 .32 19 .25

10 1
07 .36
.00 .19
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It is true, of course, that other variables are confound-
with the knowledge-no knowledge dimension -- viz., subject po, J-
lation, time of year, and experimenter. It is our opinion that these
other variables do not contribute significantly to the observed
differences in behavior. Not only is theve a large performance
difference; the pattern of responding is quite different in Gi.u2 K.
For example, very little choice stereotypy is observed in Group K.
Children in this group tend to select cards in the vicinity of the
correct test card; i.e., the response generalization observed by
Atkinson, Hansen and Bernbach, 1965, is also observed in Group K.
The markedly smaller amount of generalization in Group NK is
apparent by inspection of the test-response matrices in Tablg 16.
A wmore concise comparison of the relative amounts of generalization
is obtained by comparing average absolute deviations of first posi-
tion chosen from correct position, shown in Table 17. When the
children in Groupy NK make an error at any position, they tend to
make a much wilder guess than children in Group K.

The improved performance of the children in Group K might be
attributed in part to a Von Restorf effect. With prior knowledge
about 1ist length, the last card or two might have special saliency.
From a limited-capacity hypothesis of short-term memovy, the reduced
retention at the most recent positions should he accompanied by
better recall at some earlier positions. In fact, Group K subjects

exhibited better retention at all positions, including the first
card presented.

While additional research needs to be performed to rule out
alternative explanations, an interesting possibility raised b
these results concerns the utilization of short-term memory ceoa-
city by a subject. Most theories of short~term memory have assumed,
. either implicitly or explicitiy that the primary memory system
consists of a fixed capacity buffer in which incoming verbal mater-
ial is stored in a more or less serial fashion (Atkinson & Shivsvrin,
1965; Bower, 1966; Waugh & Norman, 1965). The data from the present
study suggest that the subject may allocate space in the short-term
memory system in a more dynamic fashion. Prior information about
memory requivements may be useful in setting up the memory system
so that more efficient storage becomes possible. hypotheses about
the mechanisms responsible for the increese in efficiency must neces-
sarily be speculative at present. One possibility is that the sub-
Ject attempts to organize incoming materizl on the basis of First
item (or two), last item or two, and middle items, where organiza-
tion entails storage in separate “memory bins". When a test card
is presented, the subject proceeds in a hierarchical fashion,
asking first whether the test card is first, last or middle, then
tests within general position. Free recall studies of subjective
organization ?e.g., Tulving, 1966) indicate that encoding strategies
similar to that just described play an important role in retention
of verbal material. In the absence of information about list length,
the subject would not be able to carry out this operation.
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Table 17

Average absolute deviation between correct

test position and first response

List Position
Length 1 2 3 4
. K 0 1.2 1.1 1.1
NK 1.2 1.3 1.4 2.2

1 2 3 4 5 6 7 8
K 10 23 1.1 1.5 1.6 2,5 2.2 3.5

8
NK 2.2 1.2 2.1 2.0 2.6 3.3 4.1 4.8
1 2 3 4 5 6 7 8 9 10 N
. K 3.0 3.0 1.4 1.8 2.0 2.0 2.1 3.1 2.6 3.5 5.1

NK 3.8 2.7 2.8 3.0 2.8 3.4 3.5 4.6 4.4 6.6

a2
»
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Section VI. General Conclusions and Implications

The data from all the studies in this series support the ~en-
eral conclusion that retention of single stimulus-response un; :s
is determined not only by the number of times such a unit has been
presented for study. The context established by other, concurrent
events--number and spacing of other items to be learned, the state
of learning of those items, compatibility of input and output .. ‘es,
prior information about memory load--is a significant factor deter-
mining the relative efficiency of a reinforcement or feedback inte: -
val. A second conclusion concerns the adequacy and usefulness of
stochastic models for verbal learning in handling data from more
complex situations, and in directing us toward optimal strategies
for presentation of verbal ma.erials. The theoretical models dis-
cussed provide a good first-order account of the data from several
experiments reported in this paper. In several instances, alter-
native models can be formulated, based on quite different represen-
tations of the underlying psychological processes, yet it is not
possibie to chocse betwzen these alternatives. This is neither
surprising nor disturbing. The choice of a particular theoretica?
model -epends upon its usefulness in a variety of situations, direct

tests o/ basic assumptions, and comparison with reasonable alter-
natives.

None of the models proposed was entirely satisfactory in ac-
counting for all the data reported. In particular, various non-
parametric predictions, such as constancy of the total errors or
errors on first presentation in Experiment I, provide strong evidence
that alterations wiil be required. At the same time, the analyses

of the data suggested by the models provide hints as to what form
such alterations should take.

The practical usefulness of theoretical models in providing
solutions to educational problems remains to be seen. For one thing,
as soon as models of moderate complexity are used as the basis for
optimization work, the task of theoretical analysis becomes fu..:d-
adle. Second, the variables which have been considered so far, such
as block 3ize and spacing, do not appear to be especially potent.
While it is true that very inefficient procedures can be found (e.g.,
breaking a list into parts that are too small, repeating stimulus-
response pair several times in succession), there apparently exists
a fairly large set of presentation procedures of more or less equi-
valent efficiency (e.g., the various spacing procedures in Exp. II,
and Conditions W, S-5/5 and S-7/3 in the german-english experiment
reported in Section III.) Further advances in optimization will de-
pend on development of more adequate models, and extension of the
research into areas marked by more potent variables. A prime candi-
date for such an extension would appear to be the use of encoding

strategies invoiving organization and structuring of incoming infor-
mation.
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Conclusions of a nore specific sort have been presented under
the Discussion heading .a each of the preceding sections, and will
not be repeated here, since they are best consicered in conjuw..'.ion
with the details of method and analysis of the data., A few specific
implications of potential significance to educational practice might
be mentioned. First, not every reinforcement or feedback is effec-
tive in a learning situation. When material is presented for study,
the student may essentially disregard the jnformation, and so waste
the time. The mechanisms underlying cthe effective use of study in-
tervals is not known, but certain conditions producing ineffective
learning can be specified. Immediate repetition of the same infor-
mation is extremely wasteful. When a list of items is to be pre-
sented several times, successive repetitions of a given item should
be spaced out, for example, by using a whole-1ist rather than a
part-list procedure. However, the major increase efficiency occurs
when immediate repetitions are avoided. The relative effectiveness
of spacad presentations may arise in part because of the greater
likelihood that errvors will occur. An interesting question which
is raised in a new way by these studies, but not answered, concerns
the role of errors in acquisition of lists of verbal information.

A second implication concerns short-term memory processing by
young children (and perhaps by older children and adults as well).
There is a significant improvement in ability to retain and util-
jze a list of items if the student has some idea about how long the
list is going to be prior to presentation of the list. If it s
the case that there are wide variations in the amount of info. .na-
tion in successive lists, then "memory load" instructions can sub-
stantially increase retention.

Finally, although it appears that the human information .. c-
cessing system may convert verbal information into a common (acous-
tic) format at some level, input modality still remains a significant
variable. If a word is presented visually, and must be remembered
for a brief period of time, after which a test jtem is to be com-
pared with the memory ftem, the comparison is more easily accom-
plished if the test item is also presented visually. Cross-modal-
ity memory comparisons are more difficult to carry out. Such com-
parisons play an important role in many skill areas, such as readina.
If it is desirable to simplify a task where the primary presentation
mode is, of necessity, visual, and the test mode must be auditory,

one possibility is to enrich the presentation mode by an accompanying
auditory presentation.
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